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In the future, the industry will remJIn J pro\'1der of premium-priced, value-added services.
Prices for basic service will be set at market levels. Competition will ver~' rarely focus on
price alone, but will center on responsiveness to customer requests, sernce quality, Jnd ser­
\'Ice selection. Pricing will be based on strategIC need, nor cost accounting Issues. Historical
cross-subsidies between sen'ICes-whether between bUSiness and residence, urban and rural.
;1Lcess and basic exchange, or toll service and basic exchange-will need ro be eliminated.
Resale of local services will become a fact of life. Bundling and branding of services will be
more prevalent than today. !':ew ser\'1ce development will receive Increased emphaSIS as a
competitive differentiaror.

Regulatory, political, and ludlClallssues wdl remam sources of concern. While leglslatlon
wIll pro\'1de generic guidelines to the Industry's future, efforts to assure that the new laws are
Interpreted favorably will contmue to require significant management resources. The move
from traditional r3te of return regulation ro alternative regulatory forms f()(used on PrlCl' of
serVice will need to be addressed further. CapiLli recovery, the conditions of competitive
entn', Il1terconneCtion agreements, mutual compensation, the pricing for unbundled network
ser\'1ces, dialing parity, and the competitIve checklist Issues Jre not all black and white hut
rather shades of grJ" that Jre suhJect [() differing pOints of new.

.~,. Moodys Investors Service
~ Global Credit Research

u.s. Telephone Industry - An Update

The lollowing special comment brrngs up to date the comprehensit'e industry olltlook published
In December 1995.

()perJtlOn..lIl\·, the InJustn' h.1'> alreJd" nwved from J culture focused on network yuallt\'
to one targeted on meeting customer expectations. EmphaSIS on customer sen'[(e Issue, wIll
continue In the future as the emplovee base shifts to sales, marketing, and ser\'1ce functions
from network skills. While the Industry can be expected to substitute technology, With ItS

declining COSts, for increasingly cosrl~' labor, the wholesale downsizing activitIes of the past
Jre likel~' at an end.

.December 1996

For some time the U.S. local telephone industry has been activel~' supporting structural
changes that would substitute free market forces for traditional regularorv oversighr. These

•

efforts bore fruit in the passage of the Telecommunications Act of 1996. But the Industr~'

has also recognized that along with the legislative change, there must be a transformation of
the mind-set, focus, methods, Jnd prJdlCeS of the telephone bUSiness if It IS to succeed In thIS
new competitive envlronmenr.

•



., • • Importantly, however, the law does require that as state regulators proceed down their indIvidual
paths, they establish regulation that is consistent with the intent of the act and the FCC.

,,-

~. Je- The Local Operating Environment

As the Bell holding companies begin to take advantage of the liberties that the law provides, we believe
that the risks associated with this legislation may have a greater impact on ratings than the opportuni-
ty to compete in new lines of business, or to share in new sources of revenue. The prinCipal threat that
may develop will be to the financial performance of their largest subsidiaries, the telephone operating

:'''1 companies, with the opening of the local loop to alternative carriers.

rile
To foster an environment of competitive choice, the law establishes certain obligations for the

incumbent local exchange carriers in providing access to the local network. These include the require-
ment for the resale of telecommunication services, number portability, dialing parity, access to rights

,~ of way, and reciprocal compensation. Additionally, the companies are to negotiate in good faith with
the new carriers, to provide for a quality of interconnection to the local networks that is SImilar to

what the incumbent telephone companies now enjoy, to unbundle network elements, to offer resale:
services at wholesale rates established by the state commission, and to provide for physical co-location
of facilities when requested. The details implementing all of these issues were the subject of the FCC's
Interconnection Order issued in August 1996.

:1$ Operating agreements based on direct negotiations between the incumbents and the new entrants
:b are encouraged by the Telecom Act. While there is no time limit for concluding these negotiations, the

state regulatory commission can step in to end disputes. Either parry can petition for arbitration

• • between the 135th and the 160th day of company negotiation. The state then has another 110 to 135
days to resolve the dispute and approve the agreement. The general idea here is to get on with compe-
tition, open the local loop as soon as possible and not allow the process to drag on through a two- or
three-year period, as occurred in New York and Illinois. Under the timetable established by the law,
all states will be required to open the local telephone network to competition by May 8, 1997.

.:lJ The financial consequence of Implementing competitIOn is not likely to be significant. The law does
."':'It" provide for cost-based pricing of services and network elements; and the discount factor for the resale

of local service is to incorporate the avoidable costs at the telephone company for items such as mar-
keting, billing, and collection expenses. As a result, the financial loss associated with providing market
access will likely be minimal. Affecting this assessment is the concern that the law does not require the
incumbent carriers to earn a reasonable profit on these services. Nonetheless, state regulators may
allow for a reasonable profit and we wiJl be watching these decisions closely to benchmark the devel-
opment of a level playing field.

_css

:~.

~,,;.#:

To meet the intent of the Telecom Act, three major regulatory initiatives covering the restructuring of
the industry are necessary. These wil1 establish the terms and conditions under which new competitors
are to interconnect to the incumbent carriers' local network; will define and establish support mecha-
nisms for the continuation of the principle of universal service; and will review the existing access
charge structure by which long-distance carriers are charged by the local telephone companies for the

.. ability to originate and terminate traffic on the local network. The FCC has issued an order covenng
.: .... the mterconnection question; a federal-state joint board has published some recommendations cover-

mg the universal service issue; and formal recommendations have yet to be published on the access

• • charge question. Orders are expected by May 8, 1997 on both universal service and access charges .
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Plain Talk on the Future of Communications

C. Michael Armstrong
Chairman & CEO, AT&T

Remarks to
The Economic Club ofDetroit

Detroit, Michigan
September 29, 1998

Thanks, Ed (McNamara), for that kind introduction and welcome home. This city brings back many
fond memories. Particularly since my Dad is with me today.

Detroit is a great sports town and I grew up with a loyalty that remains in our family for the Tigers,
the Lions and the Red Wings. In fact, I was convinced that baseball was my sport, until I met a curve
ball - or rather, regularly missed a curve ball, from a pretty good pitcher named Milt Pappas, who
had a terrific major league career.

I was equally convinced at Redford High School that the 100 to 220 in track would be my calling,
until a fellow named Carr won everything in town and went on to gold in the Olympics.

But it was football that filled my thoughts, dreams and weight room in the mid-50s. And with
scholarship offers, I was convinced my high school girlfriend would be joining me at the university
of my choice.

However, her father, a GM executive, had a different outlook. He called me into his living room and
advised me that we would not be going to the same university because it was highly likely that I
would end up selling popcorn in Tiger Stadium.

Well, I've been married to that girlfriend for 37 years, my father-in-law became one of my best
friends and GM eventually hired me to work at Hughes.

In any case, it's always a special privilege to be the guest of the Economic Club ofDetroit. This
forum is without doubt one of the country's preeminent platforms for public debate, for discussion
that sets the agenda for change. For that reason, I am pleased to have the opportunity to speak about
an issue that is not only challenging my industry - but changing our lives. I'm talking about the
telecom revolution: the combination of converging technologies and regulatory reform that will
change the way we think ofsuch commonplace concepts as distance and place.

Of course, high tech debate is often conducted in a language all its own, leaving us to separate the
bits and bytes, and RAM from ROM.

My aim today is to engage in plain talk about the future of telecom - about issues often obscured by
technical terms, legal conditions and industry jargon. I would like to describe how (I) AT&T is
investing for more consumer choice and value; (2) that there should be a huge consumer tax
reduction in our future; and (3) that the merger ofBell monopolies is not in the consumers interest
and should be denied.

As an industry, the communications business is booming with innovation, excitement and change.

• Industry growth is projected at 8 to 10 percent, three to four times the growth of the economy.

• Commerce on the Internet, barely a blip a few years ago, could surpass $300 billion by 2002.

t of 5

• Wireless phones have gone from being a novelty to a necessity. FOOTNOTE: 18
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One million Americans sign up for wireless service every month - not only for convenience, but also
for security. In fact, we heard Governor Engler's call to help secure the safety of Michigan's social
workers and AT&T will donate 100 wireless phones and free local air time to the Michigan Family
Independence Agency.

To give you a sense ofhow far and how fast technology now penetrates our everyday lives, consider
these benchmarks.

It took radio 30 years to reach 50 million people. It took 13 years for TV to do the same. But the
World Wide Web reached twice as many users in half the time. Today, more than 100 million of us
have logged on to the Internet and experts project 250 million Internet users, around the world just
four years from now.

What are these technological trend lines telling us at AT&T? Let me start with a tale of two
purchases.

A colleague ofmine bought a new car recently. For reasons ofDetroit diplomacy - I won't say what
he bought, but he did all the things a smart car buyer's supposed to do. He checked out the features.
He went over all the options. He shopped around for the best price. And fmally he bought the car.

The one thing he didn't do was visit a dealer showroom. At least not until he was ready to pick up the
car. Everything else he did over the Internet.

The second purchase I have in mind had a slightly higher sticker price than the one on the window of
my colleague's new car. It's AT&T's $48 billion acquisition of TCI, the nation's second largest cable
TV company.

What's the connection between my colleague's new car and AT&T's purchase ofTCI? What made
both possible was the Internet.

No - I didn't email my bid to John Malone, or go looking for companies to buy by logging onto
MegaMerger.Com. What I mean is that neither that car purchase nor the AT&TrrCI merger would
have been possible without something called the Internet Protocol- or IP. That's the common
standard that lets different computer systems, operating systems and software speak to one another
electronically.

IP technology means that if a television signal, a phone call and a computer file are all digital, there's
no reason to confine them to separate lines. It is literally erasing the boundaries between television
sets, telephones and computers. And between those industries.

The IP standard gives the telecom industry a technological freedom that didn't exist just a few years
ago. And we'll put it to good use as we team up with TCI.

Consider the way it will help AT&T become the first major long-distance carrier to break into the
local consumer phone market. Up to now - and in spite of the best efforts of the regulators and
legislators in Washington - the local phone companies' monopoly has proved hard to break.

How hard? Well, AT&T 'spent $3 billion dollars to break into local phone markets. What did we get
to show for it?

About half of all consumers who picked an alternative to their local phone company chose AT&T - a
total of over 400,000 customers. Unfortunately, we could only serve them by "re-selling" the local
phone company's service at a wholesale discount that didn't leave much margin for selling,
provisioning and service costs - much less room for price competition. Not too surprisingly, AT&T

12116/199810:56 AM
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Your Long-Distance Relationship
}usc Got a Lor Qoset' to Home

AT&T Digital Link Sen'ice-
A Ne\\ \Va, to Vlal"e the Most of Your
AT& T Relationsh ip

Everyone knows AT&T is the leader in long-distance telephone service. With
the passage of the Telecommunications Act of 1996, your business can
choose AT&T quality and reliability for outbound local calls. How? AT&T
Digital Link Service, a powerful new offer from AT&T that can benefit your
business with every call you make.

AT&T Digital Link Service can deliver your outbound local calls using
existing or new dedicated digital access facilities, making your local calling as
convenient and trouble-free as your AT&T long-distance service. AT&T
Digital Link Service is simple, reliable, and cost-effective - it's the next step
to getting the most from your AT&T relationship.

Please note: If you are a business customer with existing or new access to the
AT&T Network ofTl.5 speed or greater, check out the great stuff on this site.

If you are not a business customer with Tl.5 access or greater, you may want
to explore AT&Ts outstanding Local Service offers.

Comments or questions

I of 2

AT&T Business Home Page
What It [s... Benefits FOOTNOTE: 19

12/22/199810:44 AM



AT&T Digital Lmk Servlce

AT~ill:I:~:~) .
WHAT IT I•••• ) •

B.N.FITS) •

"AOS) •

AVA'LABILITY) •

TBSTIWOIIIALS) •

AT&T s.IlYICa ) .

NILI' , S&AaCH) •

WRiTe TO ua) .

AT&T HOM' ) .

AT&T Digital Link Service is currently available in 50 states except Alaska.
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L States with AT&T DigjtaI Unk Service

Comments or questions
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Datek Online Holdings Corp.

is pleased to announce that

Edward J. Nicoll

r..:TRl.JE ..
TREADMILLS

IlIteIli,,1It ED,i",ri., For AJ.., life_Yom! !

www.uueIiUJess.com

True heart rate control treadmills will dramatically
improve your Return On Exercise by giving you a
better cardiovascular workout in the limited rime

you have available.
Invest just 30-minutes per

day 3 days a week and watch
. your ROE and performance

improve.

~UVELONCER

•FEEL BETTER
.LOOKBETTER
.REDUCE STRESS
•UVEAHAPPY.
HEART·HEALTHY
LJFEf

After all. isn't that what it's
all about? You know it's True!

has joined
Datek Online Brokerage Services Corp.
as President

January 1999
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The BEST BUY EMBLEM is aregistered
lrademartc ofConsumers Digest Inc:.
used under license.
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By REBECCA BLUMENSTEIN
Staff RepOTter of THE WALL STREET JOtlllNAL

NEW YORK-Ma Bell is going back to
its roots.

AT&T Corp, said it is stepping up plans
to provide local telephone service to mil­
lions of consumers nationwide through the
cable lines it is acquiring as part of its pur­
chase of cable giant Tele-Communications
Inc_

AT&T said it will spend. $2 billion more
than originally anticipated to accelerate
plans to upgrade TCI's cable lines so they
can provide local. Internet and advanced-

: video service by the end of this year in 10
markets. In a massive fUing with the Secu­
rities and Exchange Commission. AT&T
said it made a last-minute change against
issuing a separate tracking stock for some

, of its consumer businesses. AT&T's board
: also authorized a 3-for-2 stock split. its first

since 1964, and a $4 -billion repurchase of
· AT&T's stock. AT&T's shares, which have

been trading at historic highs. rose $2.8125,
to close at $85.0625 in composite trading
Friday on the New York Stock Exchange.

Separately, AT&T said it would earn
more than previously expected in 1999, de-
spite continued declines in its long-dis- 1-----------------------------
tance core. EXcluding the TCI deal, valued
at $32 billion when it was announced.
AT&T said that in 1999 it expects to earn
between $4.20 and $4.30 a share from its
continuing operations. Previous estimates
were about 5% lower. The company added
that the TCI deal would reduce its earnings
by about $l°per share. TCI said it expects
pro forma revenue for its cable operations

· to grow in the mid-to-high single digits in
1999. (The value of the TCI deal has riSen.
because of AT&T's recent stock rise. to
$40.9 billion, excluding $11 billion of debt.)

· AT&T said it has signed separate agree­
ments with five small cable companies that
will add five million potential customers.
AT&T currently provides long-distance
service to about 65 million customers. .

Denver-based TCI holds an equity inter­
est in each of the companies with which
AT&T struck joint-venture agreements:
Bresnan Communications. Falcon Cable
TV, Insight Communications. InterMedia
Partners and Peak Cablevision.

AT&T executives alSo told analysts at a
meeting in New York that the company is
moving to offer customers all of its ser­
vices-from long-distance and local calling
to cable movies-in one-price bundles for a­
set amount each month. People close to the

.company said it' has begun to test such a
program in Fremont. Calif. Also, AT&T
said to analysts it will step up efforts na­
tionwide to reward consumers who sub­
scribe to its services with a loyalty pro­
gram that provides increasing awards

Please Turn to PageA8, Column 2
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Risk and Return: A Revisit Using
Expected Returns

Felicia Marston* and Robert S. Harris*
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Abstract

This paper uses direct estimates of expected returns
to examine the link between standard measures of finan­
cial risk and investor return requirements. The results
show that systematic risk commands a significant posi­
tive risk premium, much larger than found using histor­
ical returns as proxies for expectations. Furthermore,
there are nonlinearities in the relationship between risk
and return. Finally, we show that expected returns and
risk premiums in the equity markets change over time
and that these changes are related to changes in interest
rates on U.S. government obligations.

Introduction

While theories of asset pricing are based on investor
expectations, almost all empirical investigations employ
returns actually realized over some historical period.
Use of realizations has been the child of necessity since
data on expectations have generally not been available.
In this paper, we take advantage of financial analysts'
forecasts to derive measures of expected return for over
400 stocks. The measures are updated monthly for the
six-year period, 1982-1987.

These data are then used to test the link between
investor expected returns and standard measures of fi­
nancial risk. The results are compared to those obtained
from the traditional method of using realized returns to
proxy expectations, following the methodology of Fama
and Macbeth [lO] and Tinic and West [30]. The results
thus provide further evidence on how empirical results

'Univenity of Virginia, Charlottesville, VA 22903. We thank collealU" at
the University of North Carolina and the Univeraity of Virginia for helpful
comments. We thank Bell Atlantic and IlBiEIS Inc. for supplying data and
Peter Crawford for collaboration on prior research. The lint author gratefully
acknowledges the financial support provided to the Mcintire School by the
Asaociates Prowam, .nd the second author thanks Darden Sponsors for sup­
port

,
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arc affected by choice of the proxy for expected returns.
We also examine whether expected returns on stocks
change over time and whether these changes are related
to developments in the bond market.

The next section relates our approach to prior em­
pirical work. Data lind methodology are described in the
filllowing section. The next two sections present empir­
Ical results. and the paper ends with a summary and
conclusions.

Healized Heturns and Hisk

Theory suggests that investors will demand extra
return to compensate them for bearing incremental risk.
Perhaps the most extensively used measures of risk in
finance stem from portfolio theory and the two-param­
eter capital asset pricing model (CAPM). These risk
measures distinguish between total and systematic (un­
diversifiblel risk.

Empirical testing of the link between return and
risk, however, has a long tradition of using realized re­
turns. Such use requires the assumption that realized
returns are a fair game, and hence, on average, reali­
zations equal expectations (e.g., Fama and Macbeth 1l0!
and Tinic and West [30]). While the assumption that re­
alizations equal expectations may be true over long
sweeps of history, it is not appropriate for most shorter
time frames in a risky market. As a result, studies using
realized returns require extremely long time periods and
typically produce results that are quite sensitive to the
subperiod studied. In early work using realized returns,
Fama and Macbeth [101 conclude that expected returns
increase with systematic risk, that the relationship be­
tween expected return and systematic ri8k is linear, and
that nOllsY8tematic ri8k is not related to returns. Even
using Fama and Macbeth's methodology and extending
it to more recent years, however, Tinic and West [30]
could not support these three conclusions.

A primary obstacle for empirical work using ex­
pected, rather than realized, returns is obtaining a rea­
sonable proxy for market expectations. Ang and Peter­
son (1 I use Value Line projections of di vidends and stock
price to derive expected returns for use in tests of Oren-

nan'8 [31 after-tax CAPM. Their work, however, relies
on forecasts of a single analyst. In an effort to take ad·
vantage of larger and more comprehensive data sets on
expectations, researchers have turned to financial ana­
lysts' forecasts of corporate earnings. Such forecasts are
widely used by investors as evidenced by the commercial
viability of services that provide such forecasts and by
the results of studies of investors' behavior (Touche,
Ross and Company [311 and Stanley, Lewellen, and
Schlarbaum (28)). Moreover, research using consensus
measures of earnings forecasts (typically a simple av­
erage of forecasts by individual analysts) demonstrates
that such forecasts are incorporated in stock prices.'

Other research has translated earnings expecta­
tions into expected returns using the dividend growth
model. Malkiel [211, Brigham, ShornI', and Vinson (4],
and Harris [161 derive risk premia for various market
indices using this approach! Friend, Westerfield, and
Granito [121, Cragg and Malkiel (81, Linke, Kannan,
Whitford, and Zumwalt [191, Marston (22), and Marston,
Harris, and Crawford [23) use analysts' forecasts of long­
term earnings growth in dividend valuation models to
proxy expected returns. These returns are then related
to measures of systematic and nonsystematic risk.'

Our work advances prior research by providing a
direct examination of sensitivity of tests of the link be­
tween risk and retu'rn to use of earnings-based measures
of expected return .versus realized return. Unlike prior
studies using forecast data, we use the traditional meth­
odology of Fama-Macbeth [10) and apply it to both re­
alized and expected returns. Such a procedure allows di­
rect comparison to earlier work using the same methods
on realized returns as well as a direct comparison of dif·
fercnces ill results using eXJlcctcd returns as opposed to
realized returns.'

Data and Methodology

Following prior research, we employ the dividend
growth model to translate earnings forecasts into ex­
pected returns. Such use implicitly assumes that long­
term growth in dividends is dependent on long-term
growth in earnings. Estimates of expected return are
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rwr
calculated at monthly intervals using consensus finan­
cial analysts' forecasts (FAF) of five-year growth in
earnings per share (g) in the dividend growth model:

DoO + g)
Expected Return = ----- + g.

Po

I~AF are obtained from the Institutional Brokers' Esti­
mule System (IIn:Sl Each month, IHES provides mean
('st imales of earnings per share for the next year and lip
to fillir following years. In addition, IBES records ana­
lysts' projections of live-year growth rates in earnings per
share. Melin vulues are calculated as the arithmetic av­
erage of forecasts by individuul analysts' Stock prices
(!'o) are obtained from Chase Econometrics, and the cur­
rent indicated annual dividend (/)0) is obtained from
Compustat. Long-term (live-year) growth forecasts are
only available after December 1981; thus, expected re­
turn measures are calculated for each of the 72 months
from January 1982 through December 1987. Realized
monthly returns (January 1982-December 1987) are ob­
tained from the Center for Research in Security Prices
(CRSP) for comparative purposes.

The sample is selected from firms in the Standard &
Poor's (S&P) 500 Index and from a set of approximately
100 additional utility stocks followed by IBES. Given our
use of the dividend growth model, the analysis is re­
stricted to firms that pay dividends and have IBES fore­
casts of earnings growth. Additionally, to be included in
the study, there must be at least three forecasts of earn­
ings growth available for each stock. This latter screen
is imposed to reduce measurement error associated with
individual forecasts.' The linal sample consists of ap­
proximately 400 firms for each of the seventy-two months
(approximately 28,800 company months). Although our
data do not allow analysis of the entire New York Stock
Exchange (NYSE) as in Fama and Macbeth [101 and Tinic
and West [301, our study is based on a large number of
well-followed firms.

Following prior work, we examine the relationship
of return to beta, beta squared, and residual (firm-spe­
cific) risk. To compare our results to earlier work, we
replicate the methodology introduced by Fama and Mac-

beth [101 and used by Tinic and West 1301.' For a given
company in a given month, beta is estimated via the
market model (using ordinary least squares) on the prior
sixty months ofdata. Beta estimates are updated monthly
and are calculated against both an equal- and value­
weighted index of all NYSE securities. Firm-specific
(nonsystematic) risk is proxied by the residual standard
deviation from the regression used to estimate beta.
While use of historical data to calculate risk measures
implicitly assumes that such measures are stable over
the estimation period, this stability assumption is much
weaker than assuming expected returns are equal to re­
alized returns. Furthermore, such risk estimates (e.g.,
beta) from historical data are widely used by investors
and thus represent a risk proxy that investors may have
available in pricing assets.

For each month, we aggregate firms into twenty port­
folios (consisting of approximately twenty securities
each). The advantage of grouped data is the reduction in
potential measurement error inherent in independent
variables at the company level. Portfolios are formed
based on a ranking of beta estimated from a prior time
period (t = - 61 to t = - 120). Portfolio expected (and
realized) returns, beta, beta squared, and residual risk
measures are calculated as the simple averages for the
individual securities. (Descriptive statistics are provided
in Table 1.)

Using these data. we estimate the following model
for each of the seventy-two months:

RpI = 0ul + Olt13p1 I + 0:1113:'·, + 0",8(1'", -I)

+ Upl. p = 1 ... 20, (l)

where

RpI = expected return for portfolio p in month t,
13",-. = portfolio beta, estimated over t - 60 to t

- 1,
13~ -I = portfolio beta squared,

Slept.) = portfolio residual risk, and
UpI = a random error term with mean zero.

The model is then reestimated substituting monthly re­
alized returns for expectp.d returns. To replicate Tinic
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,.,
Sample Statistics 1982--1987

~'or each of the 7'l. months (1982-1987), the sample companies are
grouped into 20 portfolios. For each portfolio, an equally weighted
average of characteristics is calculated. Means and standard
deViations in the t"ble are based on these 1440 portfolios (20
portfolios for each .of 72 months)

and West [301, we use return as the dependent variable
rather than a risk premium formed by subtracting the
risk-free rate. This procedure also allows us to avoid, at
least initially, specifying the appropriate maturity for
calculation of a risk-free proxy.

As a result of estimating regression (1) for each
month, seventy-two estimates of each coefficient are ob­
tained. Using realized returns as the dependent vari­
able, the traditional approach (Fama and Macbeth [101.
Tinic and West [30)) is to assume that realized returns
are a fair game. Given this assumption, the mean of the
seventy-two values of each coefficient is an unbiased es­
timate of the mean coefficient over that same time pe­
riod if one could have actually used expected returns as
the dependent variable. Note that if expected returns
are used as the dependent variable the fair-game as­
sumption is not required. Making the additional as­
sumption that the true value of the coefficient is con­
stant over the seventy-two months, a test of whether the
mean coefficient is different from zero is performed
usin~ a (-statistic where the denominator is the st.an-

TABLE 1

Variable

Expected return
lIislorical return (annuallzedJ
Long·Term Treasury note (yield I
One·month T·bill (annualized y,eld'
Bela (equal·welghted IIIdex)
Ueta (value· weighted index)
Beta squared (equal.welghted IIIdex)
Beta squared (value· weighted indexl
Residual risk (based on equal.weighted III
Residual risk (hased on value· weighted II)
Number of analysts

Mean

01635
02007
01069
00780
08222
09339
07930
09373
0.0647
00644

10.12

Standard
De,'iation

00205
0.2218
00206
0.0059
0.251t
02552
04243
04599
0.0090
0.0094
1.86

dard error of the seventy-two values of the coefficient.
This is the technique employed by Fama and Macbeth
[101 and followed by Tinic and West [301.

If the traditional version of the CAPM were to hold
the intercept a. (equation (1» should be equal to th~
risk-free rate of return. The coefficient of beta (a,) is an
estimate of the market risk premium, which should be
positive. Unsystematic risk should not be priced (a. =
0), and there should be a linear relationship between
return and systematic risk (a2 = 0). In addition to ex­
amining estimates of these parameters, we examine
whether the expected returns and risk premiums vary
over time.

Empirical Results

Table 1 presents summary statistics for the sample
companies. For the six-year period, expected returns av­
erage 16.35 percent, well above yields on government
bonds. For the same period. realized returns are even
higher, exceeding 20 percent on an annual basis. As a
result, the time period studied is not subject to the crit­
icism that realized returns are negative (or less than
bond yields), violating most reasonable economic restric­
tions on a proxy for investor expectations. The high reo
alized returns reflect the strong bull market during the
period. In our sample, expected returns appear to dem­
onstrate quite different patterns from realized returns.
Although not shown in Table 1. the correlation between
ex ante and ex post returns (using averages for the sev­
enty-two-month period) for the twenty portfolios is only
0.0622 over the sample period and is insignificantly dif­
ferent from zero. As a result. use of expected returns
may well reveal new information about the pricing of
risk in markets.

The sample companies have somewhat lower sys·
tematic risk (Il) than does the market generally (13 =
1.0). This is due to the sample selection. which uses only
dividend-paying stocks followed by analysts. Such stocks
are less risky than stocks generally. Table 1 also shows
that 13 measures are generally increased by going from
an equally weighted index to a value-weighted index as
a market proxy.
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Table 2 reports Tinic and West's (301 results (panel
A) and updates their work 0982-19871 using both re­
alized returns (panel Bl and expected returns (panel C).
Panels A and B use monthly realized returns while
panel C uses expected returns (annualized rates) on a
monthly basis.

Realized Heturns
Panel B shows that in the 1982-1987 period, sys­

tematic risk is not related to realized return: the esti­
mate of a, is 0.0056, which is not significantly dilTerent
from zero (t = 0.21). Both the intercept 10.0300) and
coefficient of residual risk ( 0.3228) are significant at
the 0.10 level; however, there is an insignificant coeffi­
cient on beta squared.

Comparison of panels A and B shows that the
1982-1987 time period does not conform to the results
for the longer period (1935-1982) studied by Tinic and
West 130). This is consistent with Tinic and West's (30)
finding of significant differences among subperiods. l"or
instance, as shown in panel A of Table 2, Tinic and West
(30) find that beta is not significantly related to return
in the post-1959 period.

In summary, both Tinic and West's (30) results for
the last half of their study and our results (1982-1987)
with realized returns provide no support for a positive
link between return and systematic risk as suggested by
the CAPM. The generally insignificant coefficients un­
doubtedly renect the difficulties of using realized re­
turns to test an ex ante model, especially for short time
intervals.

Expected Returns
Use of expected returns in panel C produces quite

dilTerent results. Expected returns are strongly posi­
tively related to beta: the average value of a, is 0.0522,
which is significantly different from zero (t = 5.78).
There is some evidence of nonlinearity given the nega­
tive value of a2 , although the coefficient is not signifi­
cantly dilTerent from zero (t = -1.44). The significant
negative value of aJ suggests that higher unsystematic
risk actually reduces expected return. We suspect that
a, may be proxying in part for any nonlinearity in the
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sequenlly. Economically speaking, however, the effects
of these last two variables appear quite small. For ex­
ample, using the summary statistics in Table 1, a one
standard deviation change in either beta squared or re­
sidual risk would change expected returns by less than
one·third of one percent. s As a result, the results in
panel C are roughly consistent with a two-parameter
CAI'M for the 1982-1987 period even though there is
sOllle evidence of nonlinearity in the data.

According to the CAI'M. the intercept, (Iu, in regres­
sion (I) should be equal to the risk-free rate. We cal­
culated the difference Letween (10 (estimated from ex­
peeled returns) and a proxy for the risk·free rate in each
of the seventy·two months. A i-statistic was then con­
structed as the mean difference divided by the standard
error of the differences. Using both Treasury bill yields
and long. term Treasury bond yields as proxies for the
risk-free rate, we obtained the following results (all
rates annualized);

The results show that ao is substantially above the risk­
free rate. This difference may reflect at least one addi­
tional faelor, not captured by beta, beta squared. or re­
sidual risk, that is priced in the market.

Value-Weighted versus Equally Weighted Market
Index

Motivated by the potential impact of changes in the
composition of the market portfolio, Tinic and West (30)
replicate all their tests using a value-weighted CRSP
index. The results do not change their conclusion that
the CAPM is not well supported by the data. We also
test for the importance of the market proxy as shown in
panel A of Table 3.

Using historical returns, panel A shows no support
for the CAPM when a value-weighted index is used, con.
sistent with Tinic and West's (30) observation. The reo
suits for expected returns using value-weighted results
make a lIluch stronger case for nonlinearitv in t1w risk

0.0697
00437

return tradeoff given the significant negative value of
a•. Furthermore, the reduced significance of a, in going
to value-weighted results (at the same time a. changes)
suggests both beta squared and residual risk may proxy
for some underlying nonlinearity in the effects of beta
on expected return! The economic significance of beta
squared is still relatively small, as a one standard de­
viation change in beta squared changes expected returns
by approximately one percent. Our tests with expected
returns thus show beta is positively related to return but
that risk premiums do not increase linearly with beta
as predicted by the CAPM; rather, risk premiums in­
crease less than proportionally with increases in beta.

Changes in Expected Returns and Risk Premiums

One-period models such as the CAPM make no re­
quirement that expected returns or risk premiums are
constant over time. In recent years. empirical research

Individual Securities versus Portfolio Returns
While theories such as the CAPM make predictions

about individual assets, empirical tests typically employ
portfolios in an attempt to reduce measurement error in
estimating risk. Unfortunately, such portfolio formation
may mask important risk-return relationships that are
relevant for individual securities. To test for the sensi­
tivity of our results to portfolio formation, we repeated
the analysis using return and risk measures for each of
the approximately 400 individual stocks. Panel B of
Table 3 shows the results_ As was true for portfolios, the
results using historical returns for individual securities
provide no support for the CAPM using either an equal­
or value-weighted market index. The insignificant coef­
ficients are typical of results using monthly historical
returns over short (seventy-two months) time spans.

Turning to the results for expected returns, we see
that individual securities show much the same patterns
as did portfolios. There is a significant positive relation­
ship between systematic risk (beta) and expected re­
turns, as predicted by the CAPM; hQwever, the signifi­
cant negative coefficients, a2 and a3, show that further
predictions of the CAPM are nnt validated. 10

1606
10.58

I-valueMean DilTerenceProxy ror Risk·Free Rate
-----------

Treasury bill
Treasury bond



TABLE 3

Average Values of the Estimated Coefficients of the Four-Parameter Model SensitIvIty to Market
Index and Portfolio Formation

R, = a. + al~'_1 + a,,13II~1 + a~(e, .) ... U,

Regressions are estimated with monthly data. I-statistics are in parentheses and are esllmated as the
mean value for the monthly coefficient values divided by the standard error of these monthly values.
An asterisk (") indicates significance at the 0.05 level <two-tailed testl.

"" a, a., a,
~

A. Portfolio Returns <1982-1987) Q
~

1. Historical Returns "-

Equal-Weighted Index 0.0300 0.0056 0.0034 -0.3228 0
;,

(1.94) (0.21) 10.221 1-1.94) Q

Value-Weighted Index 0.0162 0.0157 - 0.0062 -0.1523 ;,
R.

(1.17) 10.63) 1- 0.51 I 1-0.90) :x:
2. Expected Returns Q

Equal-Weighted Index 0.1506* 0.0522* - 0.0078 -0.3593* ~
~

(27.101 (5.78) 1-1.441 ( -6.74)
...

Value-Weighted Index 0.1198* 0.0788' .. U.0255' - U.0943' ::lJ
(20.83) 18.2S) , - 5.161 i - 2.04) co

B. IndividuaI-~urity Returns <1982-1987)
....
Q

1. Historical Returns ;,

Equal-Weighted Index 00196' 0.0061 ·0.U041 00860 R.

(2.48) 10.43) 1-0.7S) ( - 1.27) ::lJ..
Value-Weighted Index 0.0144 0.0062 - 00056 -0.0242 ~

(1.73) (0.48) 1- 1.24) (0.38) ~
;,

2. Expected Returns
-0.0217* -0.163S*Equal-Weighted Index 0.140S* 0.0628*

(4S.78) (33.S8) <-23.98) (-9.83)

Value-Weighted Index 0.1392* 0.OS49" -0.0167* -O.I44S*
(37.S0) (23.50) ( -19.30> ( -12_80)

-~

t
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has begun to recognize that expected returns do vary
through time. There is substantial evidence that ex­
pected returns on both stocks and bonds vary based on
significant autocurrdations of returns and significant
coefficients when returns are regressed on various pre­
determined variahles (sec Kandel and Stambaugh r171).
Furthermore, some research has incorporated the pos­
Sibility fur such time variatinn In tests of asset pricing
models (e.g., Gibhons and Fersnn 1141 and Ferson, Kan­
del, and Starnhaul:h III P To date, these approaches
have generally, however, tried tn Infer expectations from
realizations. As a r('stdt. expeclatinns are modeled as
weighted 1Iveral{es of past data (Conrad and Kaul 16]) or
via sorne relatively "d 110(' regression of realized ret'lrns
on predetermined varial>les such as term premiums in
the bond market or month of the year. In these cases,
great care must be taken to ensure that the inferred ex­
pectations are not simply "fits" of data that bear little
if any relationship to expectations themselves. In the
subsequent discussion, we analyze changes in expected
returns and risk premiums over time. By using our prox­
ies for expected returns, rather than realized returns, we
are able to provide further insights into changes in ex­
pectations over time.

Expected returns will increase with the risk-free
rate unless market risk premiums decrease in an off­
setting fashion, To examine these changes, we regress
the seventy-two monthly sample averages of return on
both short· and long.term interest rates as proxies for
the risk-free rate. If the equity market risk premium
were constant over time, we would expect a slope coef­
ficient of unity and an intercept equal to the risk pre­
mium.

Table 4 shows that expected returns increase with
bond yields. For the seventy.two-month period, the sec­
ond regression in Table 4 shows that variations in long.
term Treasury bond yields explain 38 percent of the time
series variation in expected returns. The results also
suggest that the market risk premium itself is not Con­
stant over time. The slope coefficient of 0.4550 is sig­
nificantly less than unity (I = 7.79', suggesting that ex­
pected returns do not increase one-for-one with interest
rates. For ('xnmpl". the 1l.4!l.'iO coefficient implies fhnt a
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1.0 percent increase in bond yields is accompanied by a
0.4550 percent increase in expected return on the equity
market. This implies a 05450 percent (1 - 0.4550 =
0.54501 drop in the market risk premium calculated as
the spread between expected returns on equities and
bond yields."

The results in Table 4 thus suggest that the market
. risk premium changes over time and that the changes
are related to interest rates. Exphmation of changes in
expected returns requlfl·g further research incorporating
variables hypothesized as heing related to changes in
risk premiums.

We repeated the analysis in Table 4 using realized
returns rather than expected returns. In neither regres­
sion was the slope cuefTIcient significantly dilTerent frum
zero at the 0.10 level and both R 2 values were less than
0.05. These weak findings demonstrate the difTIculty in
using changes in realized returns over any short inter­
val to make inferences about changes in market expec­
tations.

Summary and Conclusions

Employing direct estimates of expected returns con­
structed from financial analysts' forecasts, we show that
systematic risk commands a significant positive risk
premium, much larger than found using historical data
as a proxy for expectations. We also show that there are
nonlinearities in the tradeolT between expected return
and systematic risk. The nonlinearities are, however,
not large in terms of their economic impact on expected
return. These conclusions are robust to use of different
proxies for the market portfolio and use of individual
company versus portfolio returns. We still find, however,
that expected returns are higher than can be explained
by yields on U.s. Treasury obligations plus risk premi­
ums associated with beta and residual risk.

Our use of proxies for expected return also allow ex­
ploration of how such returns and resultant risk pre­
miums change over time. We show that, as predicted,
expected returns on equities increase with rates avail­
able in the bond market. Such increases are accom­
panied, however, by a reduction in the apparent differ-

ence between expected returns on equity and long-term
interest rates, Explanation of such changes in risk pre­
miums over time requires additional research.

Notes

1. Elton, Gruber. and Gultekin [91 show that stock prices react
more to changes in analysts' forecasts than they do to changes in
earnings themselves. Cragg and Malkiel [81 conclude "the expecta­
tions formed by Wall Street professionals get quickly and thoroughly
impounded into the prices of securities" (p. 165). Givoly and Lak·
onishok [151 survey research on analysle' earnings forecasts. They
conclude that analysts are better forecasters than time series models
based on the past earnings history and that analysle' forecasts are
incorporated in share prices.

2. Harris [16I provides a discussion of all three of these studies.
3. The results of such studies differ no doubt due in part to dif­

ferent samples and time periods. Studying samples of about filly
firms in the mid-1970s. Friend, Westerfield. and Granito (121 find
the relationship between nonsystematic risk and expected return is
stronger than that between beta and expected return. Focusing on
the 1961-1968 period. Cragg and Malkiel [81 find just the opposite;
they conclude that the relationship between beta and expected re­
turns is stronger than that between nonsystematic risk and return.
Studying approximately 400 stocks in the 1982-1985 period, Mar­
ston, Harris. and Crawford (231 find beta is significantly positively
related to expected return. They find that nonsystematic risk is pos­
itively related to expected return in pairwise comparison but that
this link disappears once beta is controlled for. Additionally, each of
the three studies examines the role of disagreement among analysts
as a proxy for risk. While research on analysts' disagreement holds
promise, such disagreement appears highly collinear with the tra­
ditional measures of systematic and nonsystematic risk, thus com­
plicating interpretation of results. Furthermore, as noted by Strock
1291, measured disagreement may be contsminated by delays in re­
porting by analysts.

4. In concentrating on a single index model of risk (e.g., the
CAPM, Sharpe (261). we depart from the mainstream of recent work
that focuses on tests of Ross's Arbitrage Pricing Theory (API') [251.
research which in part stems from dissatisfaction with empirical
findings on the two-parameter CAPM. This work on APT explores.
pricing of multiple factors (e.g., Chen, Roll. and Roaa [511 and im­
provements in estimation techniques (e.g., McElroy and Burmeister
(24)). Despite their contributions, empirical studies of API' to date
have used realized returns.

5. While weighting schemes other than a simple average of an­
alysts have theoretical appeal (Winkler and Makridalr.is (32)), some
empirical evidence suggests that, at least in terms of forecast accu,
racy, equal weighting may be a superior choice to elaborate attempts
to construct optimal weighting schemes (Ashton and Ashton (21 and
Conroy and Harris (7)).

,
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6 Firms for which the standard deviation of individual FA~' ex­
ceeded twenty in any month were excluded from the analyses since
we suspect BOme of these may involve errors in data entry. This
screen resulted in excluding only a very small percentage of com­
panies.

1. An alternative to this two-step procedure is to estimate belas
and risk premiums simultaneously, which avoids the errors ill vari­
ables problem associated with regressing returns on estimates in tbe
s.,.ond stage regression Gibbons 1131 suggests this approach in the
cuntexl of the CA/'M, and McElroy and Durmeister 1241 develop the
approach more fully as applied to the APT framework. We focus Oil

th.. tradItional two·sh·p methodology BO our work will be comparable
to earlier studies AddilJonally, as argued by Tinic and West 11301.
pp. 141-142), the basic assumptions underlying multivariate tests
(GIbbons 1131. Stambaugh 12111 as applied to realized returns are the
same flS those behind the simpler ~'ama-Macbeth; furthermore, some
uf the finite sample properties of the multivariate tests are open to
questiun. As applied to expected returns, we assume that beta (and
other risk measures) derived from historical data are reasonable in­
struments for investors' perceptions of future risk. Since many in­
vestment advisory services publish betas derived from historical
data, this appears a reasonable a88umption. though further reoearch
ill this area is needed.

8. To estimate these effects, we multiply the estimated coeffi­
cient by the standard deviations from Table I. For beta squared and
.esidual risk, the effeets are (- 0.0018) <0.4243) = - 0.0033 and
( - 0.3593) <0.0090) = - 0.0032, respectively.

9. For example, the correlation between residual risk and beta
squared is 0.911. This is calculated as the simple average over sev­
enty-two months of the correlation for the twenty portfolios in each
month.

10. In addition to the results reported below, we tested for a
January effect that Tinic and West 1301 found in the relationship
between realized return and risk. We averaged the estimated results
of regression (l) using only January data and then again using the
rest of the year. The data do not provide strong support for the hy­
pothesis that the January effect reneets changes in expected returns
or expected return's relationship to risk. We repeated the process for
each month of the year, revealing no seasonal pallerns in the pa­
rameters. Given that our proxies for expected returns assume a long
holding period, it is not surprising that they do not renect any strong
llCasonal pattern. Furthermore, having only six yeara of data makes
auch detection difficult.

We also tested whether the relationship between expected re­
turns and risk variables is sensitive to the number of analysts that
provide esrnings forecasts. To address this issue, we segregated the
sample firms into two groups in each month based on analysts' fol­
lowing. A "low anslyat following" firm was followed by less than or
equal to the mean number of analysts for the month, while a "high
snalyst following" firm had forecasts from a greater-than-average
number of analysts. The regressions in Table 3 (for individual se.
curities) were then estimated separately for the "low" versus "high"

analyst groups. Results for each subaample were quite similar, both
in terms of sign and magnitude, to those reported in Table 3.

11. The coefficients in Table 4 must be interpreted with caution
since there is some evidence of model miaspccification. Omiuion of
variables related to changing risk premiuma will bias the estimated
slope coefficients unless such variables are uncorrelated with inter­
est rates.

We first estimated the regressions in Table 4 using ordinary
least squares (OLS), but low Durbin-Watson statistics suggested the
presence of serial correlation. When the regressions were reesti­
mated adjusting for serial correl(ltion (using the Prais-Winaten pro­
cedure in SASl, the slope coefficients (reported in Table 4) were sub­
stantially lower than the OLS estimates. Since, in an appropriately
apecified model, the coefficient estimatea ahould be robust to auto­
correlation corrections, we suspect the serial correlation in residuals
may itself be due to omitted variables. If auch omitted variables are
themselves correlated with interest rates, then the autocorrelation­
adjusted estimates will be no more efficient or appropriate than OLS
estimates. See Maddala (201, p. 291, and Kennedy 1181, p. 19.
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• One of the most widely used concepts in finance is that
shareholders require a risk premium over bond yields to
bear the additional risks of equity investments. While
models such as the two-parameter capital asset pricing
model (CAPM) or arbitrage pricing theory offer explicit
methods for varying risk premia across securities, the
models are invariably linked to some underlying market
(or factor-specific) risk premium. Unfortunately. the theo­
retical models provide limited practical advice on e~tab­

lishing empirical estimates of such a benchmark market
risk premium. As a result. the typical advice to practition­
ers is to estimate the market risk premium based on histor­
ical realizations of share and bond returns (see Brealey and
Myers [3]).

In this paper. we present estimates of shareholder re­
quired rates of return and risk premia which are derived
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using forward-looking analysts' growth forecasts. We up­
date, through 1991, earlier work which, due to data avail­
ability, was restricted to the period 1982- I984 (Harris
[12]). Using stronger tests. we also reexamine the efficacy
of using such an expectational approach as an alternative
to the use of historical averages. Using the S&P 500 as a
proxy for the market portfolio, we find an average market
risk premium (1982-1991) of 6.47% above yields on long­
term U.S. government bonds and 5.13% above yields on
corporate bqnds. We also find that required returns for
individual stocks vary directly with their risk (as proxied
by beta) and that the market risk premium varies over time.
In particular, the equity market premium over government
bond yields is higher in low interest rate environments and
when there is a larger spread between corporate and gov­
ernment bond yields. These findings show that. in addition
to fitting the theoretical requirement of being forward­
looking, the utilization of analysts' forecasts in estimating
return requirements provides reasonable empirical results
that can be useful in practical applications.

Section I provides background on the estimation of
equity required returns and a brief discussion of related
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literature on financial analysts' forecasts (FAF). In Section
II, models and data are discussed. Following a comparison
of the results to historical risk premia, the estimates are
subjected to economic tests of both their time-series and
cross-sectional characteristics in Section III. Finally, con­
clusions are offered in Section IV.

I. Background and Literature Review
In establishing economic criteria for resource alloca­

tion, it is often convenient to use the notion of a
shareholder's required rate of return. Such a rate (k)is the
minimum level of expected return necessary to compens­
ate the investor for bearing risks and receiving dollars in
the future rather than in the present. In general. k will
depend on returns available on alternative investments
(e.g., bonds or other equities) and the riskiness of the stock.
To isolate the effects of risk, it is useful to work in tenns
of a risk premium (rp), defined as

rp=k-i. (1)

Vinson. and Shome [4], and Harris [12] have used FAF in
DCF models, and this approach has been employed in
regulatory settings (see Harris [12]) and suggested by
consultants as an alternative to use of historical data (e.g.,
Ibbotson Associates [13, pp. 127,128]). Unfortunately, the
published studies use data extending to 1984 at the latest.
Our paper draws on this earlier work but extends it through
1991.3 Our work is closest to that done by Harris [12], who
reviews literature showing a strong link between equity
prices and FAF and supporting the use of FAF as a proxy
for investor expectations. Using data from 1982 to 1984,
Harris' results suggest that this expectational approach to
estimating equity risk premia is an encouraging alternative
to the use ofhistorical averages. He also demonstrates that
such risk premia vary both cross-sectionally with the risk­
iness of individual stocks and over time with financial
market conditions.

II. Models and Data

where i =required return for a zero risk investment. I

Lacking a superior alternative. investigators often use
averages ofhistorical realizations to estimate a benchmark
"market" risk premium which then may be adjusted for the
relative risk of individual stocks (e.g., using the CAPM or
a variant). The historical studies of Ibbotson Associates
[13] have been used frequently to implement this ap-,
proach.- This historical approach requires the assumptions
that past realizations are a good surrogate for future expec­
tations and. as typically applied, that risk premia are con­
stant over time. Carleton and Lakonishok [5] demonstrate
empirically some of the problems with such historical
premia when they are disaggregated for different time
periods or groups of finns.

As an alternative to historical estimates, the current
paper derives estimates of k. and hence. implied values of
rp. using publicly available expectational data. This ex·
pectational approach employs the dividend growth model
(hereafter referred to as the discounted cash flow or DCF
model) in which a consensus measure of financial analysts'
forecasts (FAF) of earnings is used as a proxy for investor
expectations. Earlier works by Malkiel [17], Brigham.

ITheoretlcally. i is a risk· free rate. though empirically its proxy (e.g .. yield
to matunty on a government bond) is only a "least risk" alternative that
is ltself subject to risk. In this development. the effects of tax codes on
required returns are ignored.
=Many leading texts in tinancial management use such historical risk
premIa to esumate a market return. See. for example. Brealey and Myers
[3]. Often a market risk premium is adjusted for the observed relative risk
of a stock.

A. Model for Estimation
The simplest and most commonly used version of the

DCF model to estimate shareholders' required rate of
return, k. is shown in Equation (2):

(2)

where DI =dividend per share expected to be received at
time one, Po =current price per share (time 0), and g =
expected growth rate in dividends per share. The limita­
tions of this model are well known, and it is straightfor­
ward to derive expressions for k based on more general
specifications of the DCF mode1.4 The primary difficulty
in using the DCF model is obtaining an estimate of g. since
it should reflect market expectations of future perfor-

.lSee Harris [12] for a discussion of the earlier work and a detailed
discussIOn of the approach employed here.
•As stated. Equation (2) requires expectations of either an infinite horizon
of dividend growth at a rate g or a finite horizon of dividend growth at
rate g and special assumptions about the price of the stock at the end of
that horizon. Essentially. the assumption must ensure that the stock price
grows at a compound rate of g over the fmite horizon. One could
alternatively estimate a nonconstant growth model. although the proxies
for multistage growth rates are even more difficult to obtain than single
stage growth estimates. Marston. Harris. and Crawford (19) examine
publicly available data from 1982-1985 and find that plausible measures
uf risk an.: more closely related Lo expected returns derived from a
constant growth model than to those derived from multistage growth
models. These findings illustrate empirical difficulties in finding empir­
ical proxie~ for multistage growth models for large samples.

.'.: ~ :f . .. : r _ _ • ~ ;.-. _ ." .::. • 'of • • ~ • ',~~. .<
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mance. Without a ready source for measuring such expec­
tations. application of the DCF model is fraught with
difficulties. This paper uses published FAF of long-run
growth in earnings as a proxy for g.

B. Data
FAF for this research come from mES (Institutional

Broker's Estimate System). which is a product of Lynch.
Jones, and Ryan. a major brokerage frrm. 5 Representative
of industry practice. mES contains estimates of (l) EPS for
the upcoming fiscal years (up to five separate years), and
(ii) a five-year growth rate in EPS. Each item is available
at monthly intervals.

The mean value of individual analysts' forecasts of
five-year growth rate in EPS will be used as a proxy for g
in the DCF mode\.6 The five-year horizon is the longest
horizon over which such forecasts are available from IBES
and often is the longest horizon used by analysts. IBES
requests "normalized" five-year growth rates from ana­
lysts in order to remove short-term distortions that might
stem from using an unusually high or low earnings year as
a base.

Dividend and other firm-specific information come
from COMPUSTAT. Interest rates (both government and
corporate) are gathered from Federal Reserve Bulletins
and Moody's Bond Record. Exhibit I describes key vari­
ables used in the study. Data collected cover all dividend
paying stocks in the Standard & Poor's 500 stock (S&P
500) index, plus approximately 100 additional stocks of
regulated companies. Since five-year growth rates are first
available from IBES beginning in 1981. the analysis cov­
ers the 113-month period from January 1982 to May 1991.

III. Risk Premia and Required Rates
of Return

A. Construction of Risk Premia
For each month. a "market" required rate of return is

calculated using each dividend paying stock in the S&P
500 index for which data are available. The DCF model in

'Hams [1~J provides a diSCUSSion of IBES dala and lIS IIm,tallon,. In
more recent years. IBES has begun collecung forecaslS for each of !he
next five years. Since thiS work was completed, the FAF used here have
become available from IBES Inc .. now a subsidiary of C.tiBank.
bWhlie the model calls for expected growlh in dividends. no source of
data on such proJeclion~ i~ readily av:ulable. In addition. in Ihe long run.
diVidend growth is sustainable only via growlh In earnings. A, long a.'
payout ralios are not e~pected to change. lhe two growth rates will be (he
same.

Exhibit 1. Variable Definitions

k = Equity required rate of return.
Po Average daily price per share.
DI = Expected dividend per share measured as current

indicated annual dividend from COMPUSTAT
multiplied by (I + g).a

g = Average financial analysts' forecast oftive-year
growth rate in earnings per share (from IBES).

ill = Yield to maturity on long-term U.S. government
obligations (source: Federal Reserve Bulletin.
constant maturity series).

ir Yield to maturity on long-term corporate bonds:
Moody's average.b

rp = Equity risk premium calculated as rp = k - i.

~ beta, calculated from CRSP monthly data over
60 months.

NOles:

'See footnote 7 for a discussion of the (1 + g) adjustment.
"The average corporate bond yield across bond rating categories as
reported by Moody's. See Moody's Bond Survey for a brief descriplion
and the latest published list of bonds included in the bond raling catego­
ries.

Equation (2) is applied to each stock and the results
weighted by market value of equity to produce the market
required return.7 The return is converted to a risk premium

'The construclion of D I is controversial since dividends are paid quarterly
and may be expected 10 change during the year, whereas. Equalion (2).
as is typical. is being applied to annual data. Both the quarterly payment
of dividends (due to investors' reinvestment income before year's end.
see Linke and Zumwalt [15]) and any growth during lhe year require an
upward adjustment of the current annual rate of dividends to construct
D ,. If quarterly dividends grow at a constant rate. both factors could be
"cwmmodated straightforwardly by applying Equation (2) to quarterly
data with a quarterly growth rate and lhen annualizing the estimated
quarlcrly required return. Unfortunately. with lumpy changes in divi­
uend,. the precise nature of the adjustment depends on both an individual
clllllp"ny', pattern of growth during the calendar year "nd an individual
company's required return (and hence reinvestment income in the risk
class).

In this work. D, is calculated as Do (I + g). The full g adjuslment is a
crude approximation 10 adjusl for both growth and reinvesanent income.
For example. if one expected dividends to have been raised. on average.
SiX months ago, a "1/2 g" adjuslment would allow for growth. and the
remaining "1/2 g" would be justified on the basis ofreinvesanent income.
Any precise accounting for both reinvestment income and growth would
require tracking each company's dividend change history and making
expliCIt judgmenlS aboulthe quarter of the next change. Since no organ­
ized "market" forecasl of such a detailed nalUre exists. such a procedure
is not possible. To get a feel for !he magnitudes involved, during the
,,"ople period the dividend yield (DdPo) and growth (market value
weighted) for the S&P 500 were typically 4% to 6% and 11% to 13%.
respectively. As a result. a "full g" adjustmenl on average increases the
required return by 60 to 70 basis points (relative to no g adjustment).
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Exhibit 2. Bond Market Yields, Equity Required Return, and Equity Risk Premium,a 1982·1991

Bond Market Yieldsb
Equity Market

Required Retume Equity Risk Premium

(2) U.S. Gov't Moody's Corporates

Year (I) U.S. Gov't Moody's Corporates (3) S&P 500 (3) - (I) (3) - (2)

1982 12.92 14.94 20.08 7.16 5.14

1983 11.34 12.78 17.89 6.55 5.11

1984 12.48 13.49 17.26 4.78 3.77

1985 10.97 12.05 16.32 5.37 4.28

1986 7.85 9.71 15.09 7.24 5.38

1987 8.58 9.84 14.71 6.13 4.86

1988 8.96 lO.l8 15.37 6.41 5.19

1989 8.46 9.66 15.06 6.60 5.40

1990 8.61 9.77 15.69 7.08 5.92

1991d 8.2l. W l..1.6.l. HQ 6.2Q

Averagee 9.84 11.18 16.31 6.47 5.13

Nares:
·Values are averages of monthly figures in percent.
bYields to maturity.

<Required return on value weighted S&P 500 index using E4ualion ( Il.
dFigures for 1991 are through May.
eMonths weighted equally.

over government bonds by subtracting ill, the yield to
maturity on long-tenn government bonds. A risk premium
over corporate bond yields is also constructed by subtract­
ing ie, the yield on long-tenn corporate bonds. Exhibit 2
reports the results by year (averages of monthly data).

The results are quite consistent with the patterns re­
ported earlier (i.e., Harris [12]). The estimated risk premia
in Exhibit 2 are positive, consistent with c4ui1y owncrs
demanding additional rewards over and above returns on
debt securities. The average expectational risk premium
(1982 to 1991) over government bonds is 6.47%, only
slightly higher than the 6.16% average for 1982 to 1984
reported earlier (Harris [12]). Furthennore, Exhibit 2
shows the estimated risk premia change over time, sug­
gesting changes in the market's perception of the incre­
mental risk of investing in equity rather than debt securi­
ties.

For comparison purposes, Exhibit 3contains historical
returns and risk premia. The average expectational risk
premium reported in.Exhibit 2 falls TOughly midway be­
tween the arithmetic (7.5%) and geometric (5.7%) long­
tenn differentials between returns on stocks and long-tenn
government bonds. Note, however, that the expectational
risk premia appear to change over time. In the following

sections, we examine the estimated risk premia to see if
they vary cross-sectionally with the risk of individual
stocks and over time with financial market conditions.

B. Cross-Sectional Tests
Earlier, Harris [12] conducted crude tests of whether

expectational equity risk premia varied with risk proxied
by bond ratings and the dispersion of analysts' forecasts
and found that required returns increased with higher risk.
Here we examine the link between these premia and beta.
perhaps the most commonly used measure of risk for
equities.8 In keeping with traditional work in this area, we
adopt the methodology introduced by Fama and Macbeth
[9] but replace realized returns with expected returns from
Equation (2) as the variable to be explained. For this
portion of our tests, we restrict our sample to 1982-1987

8For other efforts using expectational data in the context of the two-pa­
rameter CAPM. see Friend. Westerfield, :lIld Granito (10). Cragg and
Malkiel [71, Marston, Crawford, and Harris (19), Marston and Harris [20].
and Linke. Karman. Whitford. and Zumwalt [16]. For a more complete
treatment of the subject, see Marston and Harris [20) from which we draw
some of these results. Marston and Harris also investigate the role of
unsystematic risk and the difference in estimates found when using
expected versus realized returns.

. .
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Source: Ibbotson Associates. Inc.• 1990 Srocks, Bonds. Bills and Infla­
tion. 1990 Yearbook.

Exhibit 3. Average Historical Returns on Bonds, Stocks,
Bills, and Inflation in the U.S., 1926-1989

As a result of estimating regression (3) for each month.
72 estimates of each coefficient (00 and elI) are obtained.

Using realized returns as the dependent variable, the tradi­
tional approach (e.g., Fama and Macbeth [9]) is to assume
that realized returns are a fair game. Given this assumption,
the mean of the 72 values of each coefficient is an unbiased
estimate of the mean over that same time period if one
could have actually used expected returns as the dependent
variable. Note that if expected returns are used as the
dependent variable the fair-game assumption is not re­
quired. Making the additional assumption that the true
value of the coefficient is constant over the 72 months, a
test of whether the mean coefficient is different from zero
is performed using a t-statistic where the denominator is
the standard error of the 72 values of the coefficient. This
is the technique employed by Farna and Macbeth [9]. If
one assumes the CAPM is correct, the coefficient 0.\ is an
empirical estimate of the market risk premium, which
should be positive.

To test the sensitivity of the results, we also repeat our
procedures using individual security returns rather than
portfolios. To account, at least in part, for differences in
precision of coefficient estimates in different months we
also report results in which monthly parameter estimates
are weighted inversely by the standard error of the coeffi­
cient estimate rather than being weighted equally (follow­
ing Chan, Hamao, and Lakonishok [6]).

Exhibit 4 shows that there is a significant positive link
between expectational required returns and beta. For in­
stance. in Panel A, the mean coefficient of 2.78 on beta is
significantly different from zero at better than the 0.001
level (t =35.31). and each of the 72 monthly coefficients
going into this average is positive (as shown by that 100%
positive figure). Using individual stock rerurns. the signif­
icant positive link between beta and expected return re­
mains. though it is smaller in magnitude than for portfo­
lios,lU Comparison of Panels A and B shows thatthe results
are not sensitive to the weighting of monthly coefficients.

While the findings in Exhibit 4 suggest a strong positive
link between beta and risk premia (a result often not
supported when realized returns are used as a proxy for
expectations; e.g., see Tinic and West [22]), the results do
not support the predictions of a simple CAPM. In particu­
lar. the intercept is higher than a proxy for the risk-free rate
over the sample period and the coefficient of beta is well
below estimates of a market risk premium obtained from
either expectational (Exhibit 2) or historical data (Exhibit

(3)

Historical Return Realizations Geometric Arithmetic

Common stock 10.3% 12.4%

Long-tenn government bonds 4.6% 4.9%

Long-tenn corporate bonds 5.2% 5.5%

Treasury bills 3.6% 3.7%

Inflation rate 3.1% 3.2%

where:

Rp =

~p =

Expected return for portfolio p in the given
month.
Portfolio beta. estimated over 60 prior months.

and
Un = A random error term with mean zero.

I

and in any month include firms that have at least three
forecasts of earnings growth to reduce measurement error
associated with individual forecasts.9 This restricted sam­
ple still consists of, on average, 399 firms for each of the
72 months (or 28.744 company months).

For a given company in a given month, beta is estimated
via the market model (using ordinary least squares) on the
prior 60 months of return data taken from CRSP. Beta
estimates are updated monthly and are calculated against
an equally weighted index of all NYSE securities. For each
month. we aggregate firms into 20 portfolios (consisting
of approximately 20 securities each). The advantage of
grouped data is the reduction in potential measurement
error inherent in independent variables at the company
level. Portfolios are formed based on a ranking of beta
estimated from a prior time period (t = -61 to t = -120).
Portfolio expected returns and beta are calculated as the
simple averages for the individual securities.

Csing these data. we estimate the following model for
each of the 72 months:

~Flnns for which the standard dev,allon of individual FAF e~cecded 20
In any month were e~c1udcd since we suspect some of these involve errors
In dal.'l. entry. This screen eliminated very few companies in any month.
The 1982-1987 penod wa.s chosen due 10 the availability of dara on Oclas.

IfThe smaller coefficients on beta using individual slock portfolio returns
are likely due in part to the higher measurement error in measuring
individual slock versus portfolio betas.

. 'I
~ . -: ~ ...
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Exhibit 4. Mean Values of Monthly Parameter Estimates for the Relationship Between Required Returns and Beta for
Both Portfolios and Individual Securities (Figures in Parentheses are t Values and Percent Positive), 1982-1987

Panel A. Equal Weighting"

Portfolio returns

Security returns

Ponfolio returns

Security returns

Intercept

14.06
(54.02.100)

14.77
(58.10. 100)

13.86
(215.6.100)

14.63
(398.9.100)

B

2.78
(35.31.100)

1.91
(16.50.99)

Panel B. Weighted hy Standard Errorsb

2.07
(35.80. 100)

1.92
(47.3.99)

Adjusted R2c

0.503

0.080

0.503

0.080

25.4

39.0

25.4

39.0

I
\

"Equally weighted average of monthly parameters estimated using cross·sectional data for each of the 72 months. January 1982 . December 1987.
bIn obtaining the reported means. estimates of the monthly intercept and slope coefficients are weighted inversely by the standard error of the estirnate
from the cross-sectional regression for that month.
<Values are averages for the 72 monthly regressions.

J-

3).11 Nonetheless. the results show that the estimated risk
premia conform to the general theoretical relationship
between risk and required return that is expected when
investors are risk-averse.

C. Time Series Tests - Changes in Market Risk
Premia

A potential benefit of using ex ante risk premia is the
estimation of changes in market risk premia over time.
With changes in the economy and financial markets. equity
invesonents may be perceived to change in risk. For in­
stance. investor sentiment about future business conditions
likely affects attitudes about the riskiness of equity invest­
ments compared to investments in the bond markets.
Moreover. since bonds are risky investments themselves.
equity risk premia (relative to bonds) could change due to
changes in perceived riskiness of bonds. even if equities
displayed no shifts in risk. For example. during the high
interest rate period of the early 1980s, the high level of
interest rate volatility made fixed income invesonents
more risky holdings than they were in a world of relatively
stable rates.

II Esumation difficulties confound precise interpretation of the lI\tercept
as the risk-free rale and the coefficient on beta as the market risk premium
(see Miller and Scholes. [21). and Black. Jensen. and Scholes [2)). The
higher than expected intercept and lower than expected slope coefficient
on beta are consistent with the prior studies of Black. Jensen. and Scholes
[2). and Fama and MacBeth [9J using historical returns. Such results are
consistent with Black's [1) zero beta model. although alternative expla.
nations for these fll\dings exist as well (as noted by Black. Jensen. and
Scholes [2)).

Studying changes in risk premia for utility stocks, Brig­
ham, et al [4] conclude that, prior to 1980, utility risk
premia increased with the level of interest rates, but that
this pattern reversed thereafter. resulting in an inverse
correlation between risk premia and interest rates. Study­
ing risk premia for both utilities and the equity market
generally, Harris [12] also reports that risk premia appear
to change over time. Specifically, he finds that equity risk
premia decreased with the level of government interest
rates. increased with the increases in the spread between
corporate and government bond yields. and increased with
increases in the dispersion of analysts' forecasts. Harris'
study is, however. restricted to the 36-month period. 1982
to 1984.

Exhibit 5 reports results of analyzing the relationship
between equity risk premia. interest rates. and yield
spreads between corporate and government bonds. Fol­
lowing Harris [12], these bond yield spreads are used as a
time series proxy for equity risk. As the perceived riskiness
of corporate activity increases, the difference between
yields on corporate bonds and government bonds should
increase. One would expect the sources of increased risk­
iness to corporate bonds to also increase risks to sharehold­
ers. All regressions in Exhibit 5 are corrected for serial
correlation. 12

120rdinary least squares regressions showed severe positive autocorrela­
tion in many cases. with Durbin Watson statistics typically below one.
Estimation used the Prais-Winsten method. See Johnston (14. pp. 321·
325).
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Exhibit 5. Changes in Equity Risk Premia Over Time - Entries are Coefficient (t-value); Dependent Variable is Equity
Risk Premium

Time period

B. 1982-1984

C. 1985·1987

D.1988-1991

Intercept ill

0.131 -0.651
(19.82) (-11.16)

0.092 -0.363
(14.26) (-6.74)

0.140 -0.637
(8.15) (-5.00)

0.064 -0.203
(3.25) (-1.63)

0.131 -0.739
(7.73) (-9.67)

0.110 -0.56\
(12.53) (-7.30)

0.136 -0.793
(16.23) (-8.29)

0.130 -0.738
(8.71) (-4.96)

ie-ill

0.666
(5.48)

1.549
(4.84)

0.317
(1.87)

0.098
(0.40)

0.53

0.54

0.43

0.60

0.74

0.77

0.68

0.68

Note: All variables are defined in Elthibil 1. Regressions were estimated using monthly data and were corrected for serial correlation using the
Prais-Winsten method. For purposes of this regression. variables arc cxpressed in decimal fonn. e.g.• 14% =0.14.

For the entire sample period. Panel A shows that risk
premia are negatively related to the level of interest rates
- as proxied by yields on government bonds. ill. This
negative relationship is also true for each of the subperiods
displayed in Panels B through D. Such a negative relation­
ship may result from increases in the perceived riskiness
of investment in government debt at high levels of interest
rates. A direct measure of uncertainty about investments
in government bonds would be necessary to test this hy­
pothesis directly.

For the entire 1982 to 1991 period. the addition of the
yield spread risk proxy to the regressions dramatically
lowers the magnitude of the coefficient on government
bond yields. as can be seen by comparing Equations I and
2 of Panel A. Furthermore. the coefficient of the yield
spread (0.666) is itself significantly positive. This pattern
suggests that a reduction in the risk differential between
investment in government bonds and in corporate activity
is translated into a lower equity market risk premium.
Further examination of Panels B through D. however.
suggests that the yield spread variable is much more im­
portant in explaining changes in equity risk premia in the
early portion of the 1980s than in the 1988 to 1991 period.

In summary. market equity risk premia change over
time and appear inversely related to the level of govern­
ment interest rates but positively related to the bond yield
spread. which proxies for the incremental risk of investing
in equities as opposed to government bonds.

IV. Conclusions
Shareholder required rates of return and risk premia are

based on theories about investors' expectations for the
future. In practice. however. risk premia are often esti­
mated using averages of historical returns. This paper
applies an alternate approach to estimating risk premia that
employs publicly available expectational data. At least for
the decade studied (1982 to 1991). the resultant average
market equity risk premium over government bonds is
comparable in magnitude to long-term differences (1926
to 1989) in historical returns between stocks and bonds.
There is strong evidence. however. that market risk premia
change over time and. as a result. use of a constant histor­
ical average risk premium is not likely to mirror changes
in investor return requirements. The results also show that
the expectational risk premia vary cross-sectionally with
the relative risk (beta) of individual stocks.

The approach offers a straightforward and powerful aid
in establishing required rates of return either for corporate
investment decisions or in the regulatory arena. Since data
are readily available on a wide range of equities. an inves­
tigator can analyze various proxy groups (e.g.• portfolios
of utility stocks) appropriate for a particular decision as
well as analyze changes in equity return requirements over
time.
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Using Analystsl Growth Forecasts to
Estimate Shareholder Required Rates of
Return

Robert S. Harris

Roher( S. Harris is a member of tire faculty of the Ulli\,(~rJity of North
CarolillCl at Chapel Hill. He is also all Associate Editor of Financial
I\lJnagemenL

I. Introduction
Shareholder required rates of return play key roles in

e~tJblishing economic criteria for resource allocation
in many corporate and re!!UlalOrV decisions. Theor\'
dictates that such returns ~hould -be forv.·ard-Iookin~e
return requirements that take into account the risk of
the specific equity investment.

Estimation of such returns. however. presents nu­
merous and difficult problems. Although theory clear­
ly calls for a forward-looking required return. investi­
gators. lacking a superior alternative. often resort to
averages of historical realizations. One primary exam­
ple is the determination of equity required return as a
"least risk" rate plus a risk premium where an equity
risk premium is calculated as an average of past differ­
ences between equity returns and returns on debt in­
struments. The historical studies of Ibbotson er al. [9]

Thanks go 10 Ed Bachmann. Rich HarJes. and Hamid ~lchran for
computallonal assislance and 10 Bill Carleton. Pele Crawford. and Steve
Osborn for many discussions. I gratefully acknowledge financial sup­
port from Ihe L'NC BUSiness Foundation and Ihe Pogue Foundalion and
thank Bell AtlanllC for supplying data for lhls proJec!. Finally. I thank
colleagues al L'NC for lheir helpful comments.
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have been used frequently 10 implement this ap­
proach. 1 Use of such historical risk premia assumes
that past realizations are a good surrogate for future
expectations and that risk premia are roughly constant
over time. Additionally. the choice of a time period
over which to average data under such a procedure is
essentially arbitrary. Carleton and Lakonishok [31
demonstrate empirically some of the problems with
such historical premia when they are disaggregated for
different time periods or groups of firms.

Recently Brigham. Shome. and Vinson [2) sur­
veyed work on developing ex ame equity risk premia
with particular emphasis on regulated utilities. They
presented their own risk premia estimates. which make
use of financial analysts' forecasts as surrogates for
investor expectations.

The current paper follows an approach similar to
Brigham er al. and derives equity required returns and
risk premia using publicly available expectational

I Many leading texIS in financial management use such historical risk
premia to estimate a market return. See for example. Brealey and ~tyers

[II. Oflen a market risk premium is adjusted for lhe observed relative
risk of a stock.



HARRIS/ESTIMATING SHAREHOLDERS' REQUIRED RETURNS S9

where i = required return for a zero risk investment.
Theoretically. i is a risk free rate. though empirically
its proxy (e.g .. yield to maturity on a govemment
bond) is only a "least risk" altemative that is itself
subject to risk.: \Vhile models such as the capital asset
pricing model offer explicit methods for varying risk
premia across securities. they provide little practical
advice on establishing some benchmark market risk
premium. Other models. such as the dividend growth
model (hereafter referred to as the discounted cash

II. Background and Literature Review
In finance. it is often convcnient to use the notion of

a sharehokkr"s required rate of retum. Such a rate (k)
is the minimum level of expected rc[urn necessary to
I.:ornpensate the imes[or for beanng l'isks and recei \'ing
dollars in the future rather than in the present. In gener­
al. k will depend on returns available on alternative
im'es[ments (e.g .. bonds or other equities) and the
riskiness of the stock. To isolate the effects of risk it is
often useful (both theoretically and empirically) to
work in terms of a risk premium (rpl. defined as

data. The estimation makes use of dividend growth
models but incorporates expected rather than historical
growth rates. A consensus forecast of financial ana­
lysts is used as a proxy for investor expectations.
While Brigham et al. focus on utility securities. this
paper also provides estimates of risk premia for a broad
market index. Equity risk premia for both the market
and for utilities are shown to vary over time with
changes in the perceived riskiness of corporate activity
relative to U.S. government bonds. In addition. the
estimated risk premia at any given time are shown to
vary across groups of stocks. The paper also provides
results using the dispersion of analysts' forecasts as an
ex allte proxy for equity risk.

Section II discusses related literature on financial
analysts' forecasts (FAF) and the estimation of re­
quired returns using such forecasts. In Section III mod­
els and data are discussed. Following a comparison of
the results to those of earlier studies (including histori­
cal risk premia), the estimates are subjected to eco­
nomic tests of both their time-series and their cross­
sectional characteristics In Section V. Finally.
conclusions are offered.

rp = k - i. (I)

flow. or DCF. modell. can be used to provide direct
estimates of k. and hence implied values of rp. but are
silent on how rp ought to vary across firms. In this
paper DCF models are used to establish risk premia
both for the market and for utility stocks. Since the
DCF analysis uses a consensus measure of FAF of
earnings as a proxy for investor expectations. a brief
review of research on FAF is appropriate.

A. Literature on FAF
Much of the burgeoning literature on properties of

FAF is surveyed by Givoly and Lakonishok [8]. Of
primary importance for this work is the relationship
between FAF and investor expectations that determine
stock prices. Such forecast data are readily available.
That they are used by investors is evidenced by the
commercial viability of services that provide such
forecasts and by the results uf Studies of in\'estors'
behavior (Touche. Ross and Company 1161. Stanley.
Lewellen and Schlarbaum 115]) . Moreover. a growing
body of knowledge shows that analysts' earnings fore­
casts arc indeed retlected in stock prices. Such studies
typically employ a consensus measure of FAF calcu­
lated as a simple average' of forecasts by individual
analysts. Elton. Gruber. and Gultekin 151 show that
stock prices react more to changes in analysts' fore­
casts of earnings than they do to changes in eamings
themselves. suggesting the usefulness of FAF as a
surrogate for market expectations. In an e\tensiw
NBER study using analysts' earnings foreca~ts. Cragg
and Malkiel 14. p. 165) conclude "the expectations
formed by Wall Street professionals get quickly and
thoroughly impounded into the prices of securities.
Implicitly. we have found that the evaluations of com­
panies that analysts make are the sorts of ones on
which market valuation is based." Updating Cragg and
i\lalkiel's work. Vander Weide and Carleton [17) re­
cently compare consensus FAF of earnings growth to
41 different historical growth measures. -l They con-

'~IJyshar 1141 discusses the problems of explaining equilibrium prices
of securilles when there is divergence of opinion among investors. One
"sue is whether it is the e\pecratlon of the marginal investor or the
a\ erage investor that deternlines security prices. Mayshar show s that. in
general given divergence of opinion and trading costs. not all investors
trJde 10 all assers and thar equilibrium prices and the identity "I investors
tradmg in eaeh asset arc jointl)" detennined. In this sense. equilibnum
prices can be considered as "detennined simultaneously by the average
and marginal investors."

~In thiS development the effects of ta\ eoclcs and intlation on required
returns are ignored.

·BOlh Cragg and Mal~icl HI and Vander Weide and Carlet"n /171 show
that an average measure of analysts' forecasts of growth in earnings is
powerful in explaining cross-sectional variation in price earnmgs ratios
of st()(~s.
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elude that "there is overwhelming evidence that the
consensus jnalysts' forecast of future growth is superi­
or to historically-oriented growth measures in predict­
ing the finn's stock price ... consistent with the
hypothesis that investors use analysts' forecasts, rather
than historically-oriented growth calculations, in mak­
ing stock buy and sell decisions." [17. p. 15].

B. Use of FAF to Estimate Equity Required
Returns

Given the demonstrated relationship of FAF to equi­
ty prices and the direct theoretical appeal of expecta­
tional data. it is no surprise that FAF have been used in
conjunction with DCF models to estimate equity return
requirements. Typically such approaches have esti­
mated an ex anle risk premium (rp) calculated as the
difference between required return and a least risk rate
as shown in Equation (I).

Malkiel [ 131 estimated such risk premia for the Dow
Jones Industrial Index using a nonconstant growth ver­
sion of the DCF model. Initial years of growth were
bast:d on Value Line's five-year earnings growth fore­
casts with subsequent growth approaching a long-run
real national growth rate of 4 C/c. More recently,
Brigham, Vinson. and Shome [21 used a two stage
DCF growth model to estimate ex (/fl(e risk premia for
electrH: utilities and the Dow Jones Industrial Index.
For the period 1%6-198~, they report annual risk pre­
mia for hoth Dow Jones Industrial and Electric Indices
USIng \'alue Line's forecasts. Beginning in 1980 they
report monthl y risk premia for electric util ities with the
source of FAF varying over time: starting \vith Value
Line. adding \1errill Lynch and Salomon Brothers in
19:-)1 and finally. in mid-1983. adding IBES data.
IBES (Institutional Broker's Estimate System) is a col­
lection of analysts' forecasts and is discussed in the
riext section. The resultant risk premia vary over time.
In addition. Brigham el cd. present evidenc.:e that their
estimated risk premia vary cross-sectionally with a
stllc.:k's risk las proxied by bond rating) and over time
v. ith the k\el of interest rates. FAF also have been
used in conjunction with DCF models by a number of
expert v. itnesses in rate of return determination for
regulated utilities. Recently, the Federal Communica­
tluns Commission 16] tentatively endorsed the use of
const:nsus FAF in DCF determinations of required re­
[urn on equity.'

This paper adds to earlier work in a number of im­
portant respects, First. while ~lalkiel and Brigham et
al. focus on electric utilities or the Dow Jones Industri­
allndex. this paper estimates risk premia for a broadly
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defined market index - the Standard and Poor's 500.
Thus. the results are directly comparable to historical
"market" risk premia typically estimated on a similar
sample of stocks. Second, the study uses a large sam­
ple of FAF (beginning in 1982 when the necessary data
first became available). This provides the ability to use
a consensus measure of expectations as would be sug­
gested by financial theory. Third. the results show that
the derived risk premia change over time and that these
changes are related to proxies for risk. which would be
expected to be associated with equity risk premia, Al­
though such changes have been noted by earlier studies
(e.g .. Brigham et al.), there is little work explaining
the patterns of change. Finally, the paper shows the
usefulness of the dispersion of FAF as a proxy for risk.
Such a measure is a direct expectational measure of
risk and ~oes not rely on assumptions of risk stability
over time as do most operational methods of deriving
risk surrogates.

III. Models and Data
A. Model for Estimation

The DCF model states that the current market price
is the present value of expectcd future cash flows from
ownership. The simpkst and most commonly uscll
version estimates shareholders' required ratc of return.
k, as the sum of dividend yield and expected gro\vth in
dividends. or

where D, = dividend per share expected to be received
at time one. P" = current price per share (time 0). and
g = expected growth rate in dividends per share. The
limitations of this model are well known, and it is
straightforward to derive expressions for k based on
more general specifications of the DCF model. h The
primary difficulty in using the DCF model is obtaining
an estimate of g. since it should reflect market expecta-

~In response to the FCC's Noriet! of Proposed R,,/~mukillg 161 to deter·
mme authorized rates of return. AT&T used an approach uriven by FAF
growth estimates from IBES. Also see. for eumple. \V.T. Carleton.
T~~/illl,m\' b~fore III" Vermml/ Pllblic Sen'iet! B(~ml, Docket No. 4H65
<January 1911-l) and R.S. Harris. T"slimoll\' Ji/~,i lI'illl III~ Deiu\l'l/re
Pllhlic S,'n'ice COlllllli.uimr. Docket 114-33 t :-;0'·ember 19114). In it~

S"pl'/em"mui NOIiet! (6). the FCC tentatively enJ0rsed substantial reh·
ance on FAF for usc in DCF determination of cost of equity.

'A~ stated. Equation (1) requires e~!,,=ctations of either an infinite hon­
zon of dividend growth at rate g or a finite horiwn of dividend growth at
rate g and s!,,=cial assumpt ions ab<lut the price "I' the stock at the end of
that horizun. Essentially. the assumption must ensure that the stock
pnce grows at a compound rate of g over the finite horizon.
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Exhibit 1. Variable Definitions

'In results reponed P" is the average daily pri,e for a sll><:k from th..:
beginning of th..: month up to and induding lhe date of publi,ation of
monthly lBES data (typi.:ally half a month!. AlJno'l idenli.:al n:,ults
were found using the average pricc for the enlire month.
tS..:e Footnote Xat rh..: end or the paper for a dis.:usSilIO of lh..: ( I + gI
aJJustment.

'While the model calls for e,peeted growth in dividenJs, no source lIf
data on such projecll'lOs is readilv available. In addilion. in the'lone run.
JI\"iJend growlh is sustainable ,;nly via growth in earnings. As I,;ng as
pavout rallu, arc nOI expected tu change, the two growth rates will be
the same. Vander Weide and Carletun 117J alsu usc: the IBES growth
rate in earnings per ,hare.

C;.lsts are available from IBES and often is the longest
horizon used by analysts. One could make alternate
assumptions about growth after live years and use a
more general version of a DCF model. but unfortunate­
ly, there is no source for obtaining market estimates of
this expected growth. As ;.I result. the current analysis
;.Ipplies the fi\'e-year growth rate as ;.I proxy fDr g in
E4uation (2). Given no objective basis for predicting a
change in growth (see Footnote 6), this a~'oids the
introduction of ael hoc assumptions about future
growth. Importantly, however. the approach is applied
to portfolios of stocks rather than to individual securi­
ties, since future growth patterns may be expected to
have drastic changes for some specitic securities.
Stock prices were obtained from Chase Econometrics
and dividend and other tirm-specific information from
COMPUSTAT. Interest rates (both government and
corporate) were gathered from Federal Reserve Bulle­
tins and from rvloody's Bond Record. Exhibit 1 de­
scribes key variables used in the study. Data collected
cover all dividend paying stocks in the Standard and
Poor's 500 stock (SP500) index plus approximately

equity required rate of return
average daily price per share*
expected dividend per share measured as current indi­
cated annual dividend from COMPUSTAT multiplied
by (] +g)+
average financial analysts' forecasts of five-year
growth ratc in earnings per share (from IBES)
cross-sectional standard deviation of analysts' forecasts
of growth in earnings per share (from IBESI
number of analysts' forecasts of g (from IBES)
yield to maturitv on ::lO-vear U.S. I!overnment obliga­
tions. Source: F~deral R~serve Bull~tin, constant matu­
rity series
yield to maturity on long-term corporate bonds:
Moody's average
yield to maturity on long-term public utility bonds:
Moody's average
equity risk prcmium calculated as rp = k - i.:orp

k
PH
D1 =

g

tions of future performance. Without a ready source
for measuring such expectations, application of the
DCF model is fraught with difficulties even if the sim­
ple version shown in Equation (2) fits the equity in­
vestment in question. This paper uses published FAF
of long-run growth in earnings as a proxy for g.

B. Data

Many analysts publish forecasts of corporate earn­
ings. Such forecasts are widely disseminated and are
the subject of considerable interest both to investors
and researchers (see Givoly and Lakonishok [8]). In
recent years, this interest has led to a viable market for
services that collect and disseminate such FAF. FAF
for this research come from lBES (Institutional
Broker's Estimate System), which is a product of
Lynch, Jones. and Ryan. a major brokerage firm. Data
in lBES represent a compilation of earnings per share
(EPS) estimates of about 2000 individual analysts from
100 brokerage firms on over 2000 corporations. lBES
data are provided to clients in a number of forms.
including on-line data bases provided by vendors, The
client base. which currently numbers more than 300.
indudes most large institutional investors such as pen­
sil>n funds. banks. and insurance companies. Repn:­
sentativc of industry practice. lBES contains estimates
of (i) EPS for the upcoming fiscal year. (ii) EPS forthe
subseljuent year, and (iii) a projected five-year growth
r;.lte in EPS. Each item is avaibble at monthly
internls.

18ES collection procedures are designed to obt;.lin
timely forecasts made on a consistent basis. IBES re­
quests "normalized" five-year growth rates from ana­
lysIs. Such normal ization is designed to remove short­
ternl distortions that might stem from using an
unusually high or low earnings year as a base. These
grO\~ th and other earnings forecasts are updated when
analysts formally change their stated predictions,
18E5 does, however. verify prior forecasts monthly to
make sure that analysts still hold to them. Despite
these procedures. there remain potential difficulties in
using IBE5 data to the extent that some analysts fail to
normalize growth projections or fail to continually re­
view and revise their earnings estimates. To control for
some of these potential difficulties. this analysis uses
averages of analysts' forecasts for a wide range of
companies over an extended number of months.

In this research. the mean value of individual ana­
lyst's forecasts of five-year growth rate in EPS will be
used as a proxy for g in the DCF model. 7 The five-year
horizon is the longest horizon over which such fore-
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150 additional stocks of regulated companies. Since
five-year growth rates were first available from IBES
in January 1982. the analysis covers the 36-month
period 1982-1984. On average, each company in
SP500 had approximately nine individual forecasts of
g per month. with some companie~ having 20 or more
forecasts of g. As a result. well over 100.000 FAF
(company-months) were employed in the analysis.

IV. Construction of Risk Premia and
Required Rates of Return

For each month, a "market" required rate of return
was calculated using each dividend paying stock in the
SP500 index for which data were available. The DCF
model in Equation (2) was applied to each stock and
the results weighted by market value of equity to pro­
duce the market required return. K The return was con­
verted to a risk premium by subtracting i~u' the yield to
maturity on 20-year U.S. government bonds.~The pro­
cedure was repeated for the Standard and Poor's Utility

'Thl: con,truclIon of 0 , i, cunlrml:r'lal ,inl:l: ui,iul:nu, arl: palu 4uar·
11:r1\ anu may hI: l:'pl:l:ll:d tu I:hangl: during Ihl: year: \\hl:re,,'. E4ualion
121. a, I' tYPICal. i, helng apphl:d 10 ;Innual dala. Both Ihe 4uanerly
rJ\lIll:nl or ul\ldl:nu, tdul: lu IO'e'lm,' n:IO'e,tml:nt Incuml: I><:II,rl:
\I:ar', I:nu. 'I:e Lll1~<:. anu ZUlll\\all IIIJi anLl any gnmlh dUring Ihe
war rC4ulrl: an ur\\arLl aLllu'lmenl of [hI: current annual rale of UI"­
Jl:nJ, lu ,'on,'ruci [), If 4u;!nerly Ji\ILll:nu, grew al a ,'un,lant rolle.
o.,lh fJcto" coulLl bl: aCClllllllloLlaleu ,lralghll"r'\\arLlly by apply 109

E4uallon 121to 4uanerly L1ala ("llh a 4uancrl\ gnmth ral,'1 anLlthen
.mnu.dlllng Ihe e'lllllalCd <.juancrly re4utreLl relum. l·nl"nun:llcly. \\lth
[ulllr\ .:han,e, In JlnLlenLl,. Ihe pr"·,,e nalur,' "I' Ihe aLlIU,llIll:nl tic·
r.:nJ,. un I>olh .10 InLll\lLlual cumpany', pall,'m of gnmlh JUring lhe
.:alentl.tr w.tr anLl an IOLll\lLluJI cOlllpan\', re4utreLl relUm (anJ hem:e
r ..:m\l.',IIlh.'nl In(OOlt: In Ih;Jt ri,~ d~,~l.

In [hl,,\\or~. D, "cakulateLl as Do II • gl. The lull g aLlJu,tment IS a
,ruLle arpnl\llllallUn 10 aLlJu,t for bUlh gnl\\lh anu rCln\C\lmenl 10·

,'ume For e\ample. If onl: "peeteLl JinLlenLls to have I>l:en ra"eLl. on
.J\ .... r;J~l' . .,,1'( monlh\ ~go. J. "I/~ {' JdJu,rmt:nt \HlUhJ aJl'l\\ for grt1"rh.
IhC rernam,n~ '''': {' "oulJ I><: Ju,tltil:L1 1lI1 the ba", .'1 rCln'''lmenl
an ..:\Hlll.· .-\n~ pr~l,;I'~ Jl.·\,,:ounltnt: lor bt)1h n.:tn\C,[nh.~n1 an,,:omc JnJ
~n1\\lh "uulJ rl:4utre Irac~mg ea,'h compan\', L11\ IJenu "hJng~ hl'I')~

.mJ rnJ~m~ I:xpllclt JuLl~ml:nl' abuut rhe <.juaner of lhe nC'1 change.
S,n,e nil 'lfgal1llCLI "mar~el" 10reca,ls 01 ,uch a uelalkJ nalurc e,,,1.
,u,h J rnlCI:Jure " nul p",,,ble Tu ~et a lel:l for lhe lllagnltuLle,
IO".heLl. Ihl: J\cragc L1'\IL1enLl YldJ ID, Po) anLl gro\\th Il1lar~el value
\\C1ghlI:L1 IlJS2-IYX';1 for Ihc SP500 \\er~ 5.Xr:;. anLlI2.5'C Cornpara­
~k Ilgure, lur the SP uillily inJ" "crc Iu..;rt anJ 6. 7r r As a result. a
"rull {' adJu'tmenl on avcrage mcrea,,, Ihe rC4ulreLl return by 6O-7U
I>J'" P'"Ill\ lrelall\c 10 no g aJJu,llllen!) for bulh ,nJi,·".
"Brrgham. Shoml:. anu Vin,un 121 abo usc Ihi, inlerc,t rale 10 creJI~

":4U11Y n,J... pn:nllJ Th~ rc~ul" w~rc rohu~r to ~hJngcs in \\~I~htmg. Fur
thc SP50\). c4ual \\clghtmg (ralher Ihan \alue \\C1ghtlng) II1creaseu thc
IYX~-IYX'; rh~ prcm,um hy two baSI' puims while fur Ihe SPl'T C4ual
\\ "I~hllng re'ulietl 111 a 21 has" pUlOl increa,e. As a funher I~st. thc
SP5()() ,IOI.·~' wcre ran~eu on ganu the upper and lowcr L1~cile, dektcd.
Thc rc,ulimg rISk prellllllm I IlJS2-S'; a\eragel was 5.y.;ry . A similar
pn,,"cLlurc u,eJ 10 rank L1lviuenJ yi~ILI pnl\.luceLl an SP50tl rI'~ prcmlum
of h. Ixr·t .
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Exhibit 2. Required Rates of Return and Risk Premia

SP500 SPUT

Bond Requiredt Riskt Requiredt Rbkt
Yield· Return Premium Return Premium

1982
Quarter 1 14.27 20.81 6.54 18.83 4.56
Quarter 2 13.74 20.68 6.94 18.51 4.77
Quarter 3 12.94 20.23 7.29 18.55 5.61
Quarter 4 10.72 18.58 7.86 17.20 6..+8-- --- --

Average 12.92 20.08 7.16 18.28 5.36
1983

Quarter I 10.87 18.07 7.20 16.71 5.S~

Quarter 2 10.80 17.76 6.96 16.52 5.72
Quarter 3 11.79 17.90 6.11 16.39 4.60
Quarter 4 11.90 17.81 5.91 16.00 410--- -- ---

Average 11.34 17.88 6.54 16.41 5.U7
1984

Quarter 1 12.09 17.22 5.13 16.48 4.39
Quarter 2 13.21 17.42 4.21 16.99 3.i8
Quarter 3 12.83 17.34 4.51 16.62 3.79
Quarter 4 11.78 17.05 5.27 15.18 4.04

Average Il..+X 17.26 4.n 16All 4.00
Average

19X2-1984 12.25 lilA I 6.16 17.06 4.SI

·i~1I = YielLl on U.S. Trl:asu~' ohligallon. 20 year <:onstant Illaturuy.
tMonthly n:4uir~d relum Ik) cakulal<:d as \'alue weighteLl a\cragl:.
Quanerly 'alul:' are .,imple a,eragl:~ "I' monthly' ligures.
tRi,k prem,um eakulaleLl as k - I~ll'

Indt::< (SPLTl of ·H) stO<.:ks. Exhibit 2 rt:ports tht: rt:­
suits by quartt:r.

The results appear quite plausiblt:. The estimated
risk premia are positive. consistent with equity ownt:rs
demanding a risk premium over and above returns
available on debt securities. Also. as would be expel.:t·
ed for less risky stocks. the utility risk premia consis­
tently fall below those estimated for stocks in general.
Exhibit 1 shows that estimated risk premia change O\'er
timt:. suggesting changes in the market's perception of
the incremental risk of investing in equity rather than
debt securities. Such changes will be examined in a
subsequent section.

For comparative purposes. Exhibit 3 provides reo
sults of related studies. The long-run differential return
between stocks and long-term government bonds (Pan­
el A) has been about 6.4% per year (on a geometric
basis). It is comforting to note that this is very close to
the 6.16% average annual risk premia estimated in
Exhibit 1. Note. however. that such risk premia appear
to change over time. Panels Band C show some of
Brigham et al. 's risk premium estimates. Unfortunate·
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Exhibit 3. Results of Rela.ted Studies: Historical
Returns and Estimated Risk Premia

Geometric Arithmetic

Exhibit 4. Risk Premia by Moody's Bond Ratings*

Electric Utilities: StC's 4911 and 4931
Aaa Aa A Baa

Dow Jones Industrials Dow Jones Electrics

·Ibbu"un. Sm4u.:tidd. and Siegel [':II.
;- An,,1\ 'I " Value Line. Dala are annual e~limates u~in~ twu·,ta~e

gru\qh DCr moJd Suurce: Bngham. Shome. and Vins;n I~I. ­
.,\nal\'I' are Value Line. ~tcrnll Lynch and Salomon Brothers. Dala
are a"'ra~e, ur munthl\ value, from Bngham. Shome. anJ Vin,on I~I

C. DCF ri~k premia u~ing three analysts:;:
IliX I 3.73
19X2 4.52
IYXJ 5.17
IlIX.+ (through Junel 5.01

Risk Premia
Risk Premium 3.60 4.33 4.81 4.90

IExpectational g)
Risk Premium 6.10 3.28 3.09 5.24

(Historical gt)
Financial Data

Debt Ratio:;: 0.46 0.48 0.50 0.51
Beta§ 0.58 0.61 0.62 0.61
Variability"

Operating Cash Flow 0.009 0.016 0.022 0.059
Equity Cash Flow 0.006 0.013 0.019 0.024

Standard Deviation** of
Analysts' Forecasts 1.00 1.26 1.33 1.79

v. Characteristics of Risk Premia
A. Cross-Sectional Tests

Brigham et al. show that risk premia (lBES esti­
mates for tirst half of 1984) for electric utilities are
lower the higher the bond rating of the company. con­
finning the expected tradeoff between risk and return.
A similar experiment for electrics. using the current""
dat:J stretching back to January 1982. confimled this /
relalionship for a longer time period. Exhibit 4 reports
sekcted results of that analysis. As a contrast. Ex.hibit
4 also shows the results of using historical growth rates
(rather than FAF) in a DCF model. Risk premia de­
ri\'ed from historical growth are actually higher for
companies with very safe debt. suggesting the clear
inferiority of historical to expectational growth rates.
\Vith the exception of beta. which is roughly constant
across groups. other measures of risk noted in Exhibit
4 confirm the risk differentials associated \vith bond
rating groups.

A further test of the cross-sectional variation in risk
premia was performed by dividing the universe of

"MoOOy's ratings as of January 198.+ from Moody's Bund Record.
February 19l!4. Th~ number of companies by rating is Aaa (:!). Aa I:!~).
A (32). Baa (22). Risk premia are averages of monthly values. January
19l!2-September 1983.
tHislOrical Growth is past five·year eamings growth. based on 20
quaners of past data. Source: IBES.
U),:bt Ratio = Long-Term Debt ~ Total Capital. average 1978-19l!2
from COMPUSTAT.
~Beta from VII/Ill' Line. Januarv 29. 198:!.
r~k~,ure of variability around'trenu growth: variance of re>lduab of
regre'Slons on 4uanerly COMPCSTAT data (1':I7l!-19l!~). Regression~

are I"g of variable regressed on lime and seasonal dummies.
""This is the average value of the stanuard ueviation arounu the mean
I"ng·term gro... th foreeast. Such slanuard uevlatlons are rcponeu f"r
each company in each month. N"te It i~ /WI the cro~~-sectl(1nal 'tandard
deVIatIOn of growth rates among companies.

11.7%
3.1%
2.8%

Range

3.46-4.13
4.52-8.72
5.55-6.21

Aver­
age

3.91
5.95
5.82
5.62
3.70
5.64
4.06
4.47

9.4%
3.0%
2.8%

Range
Aver­
age

A. Historical Return Realizations
( 1926-1980)*
Common Stocks
Long-Term Government Bonds
U.S. Treasury Bills

B. DCF risk premia using one analystt
1966-1970 5.45 4.97-6.81
1971-1975 5.51 4.95-6.92
1976-1980 6.23 5.09-6.88
1981 5.38
1982 5.30
1983 5.87
198.+ 3.75

Average 1982-198.+ 4.97

Iy. thc:ir work does not include a broad market inde\
directly comparabk to the SPSOO. Rather. they use the
Dow Jones Industrial Index based on 30 large industri­
al COOl.:erns. Though the SPUT includes a broader set
of utl!ities than the ekctrics covered by Brigham L't (//..

their average risk premium estimates are also in the 4
to se;- range for the early 1980s.

While the estimates in Exhibit 2 are quite plausible.
the question still remains as to whether they satisfy
economic criteria one would expect of risk premia. In
Ihe following sel'tion. the estimated risk premia are
subjected to a series of tests to see if they vary. both
cross-sectionally and over time with changes in risk.
The tests are ultimately joint tests of the estimates as
useful risk premia. the measured proxies for risk and
the validity of the economic hypothesis. Nonethekss.
if the tests using the risk premia have results conform­
ing to theoretical expectation. the comfort level in
using them is increased accordingly.I

I
j
L
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Exhibit 5. Equity Risk Premia: Deciles Based on
Standard Deviation of Financial Analysts Forecasts*
(Companies with at least three analysts)

12

II

10

- 9c
QI

U 8~

QI

a.. 7

6

5

4
10 9 8 7 6 5 4 3 2

Decile

"Risk premia were calculatcd as equally weighted averages for each
decile (10 = highcst dispersion) for each of thrce month,: January
1'11<2. December 19M2. and September 19'13 (apprmimatcly 50 compa­
mc, per decilc). These premia wcre then avcraged across decile,. A
"milar downward patlcrn was evident in each month.

stocks (industrial plus utility) according to the disper­
sion of analysts' forecasts. cr<. This cross-sectional
measure of analysts' disagreement should be positive­
ly related to the uncertainty of future growth prospects
and hence to the riskiness of e4uity investment. Else­
where. Malkiel [121 has discussed the r:Jtionak and
usefulness of such dispersion as an ex am" me:Jsure of
rISk. Malkiel argues that cr~ may be a proxy for system­
atic risk and shows that it bears a closer empirical
relationship to expected return than does beta or other
risk measures. Most of Malkiel' s work is. however.
based on data from the 1960s. E:~hibit 5 reports risk
premia by decile based on cr~ for companies having at
least three analysts' forecasts. The three months were
chosen as represemative. The results show a consistent
positive relationship between risk premia and disper­
sion of analysts' forecasts.

The results in Exhibits 4 and 5 show that the estimat­
ed risk premia conform to theoretical relationships be­
tween risk and required return that are expected when
investors are risk averse. This strengthens the case for
using such risk premia. and provides encouragement
for further study of their structure. 10

"'Such ~.( anl~ reqUired relurns offer a useful alternative to ~( p,HI data
typically used in tests of assct pricmg models. Sec Friend. Westerfield.
and GraOllo 171 for a test of the CAPM usmg survey data ratha than ~(

POSI holdmg period returns.
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B. Time Series Tests
A potential benefit of using ex ante risk premia is the

estimation of changes in risk premia over time.
Brigham et al. (2) note such changes for utility stocks
and relate them to changes in interest rates. They con­
clude that prior to 1980 utility risk premia increased
with the level of interest rates, but that this pattern
reversed thereafter. resulting in an inverse correlation
between risk premia and interest rates. They explain
this turnaround as the outcome of changes in bond
markets and adaptation of utilities and their regulators
to an inflationary environment. Brigham et al. do not.
however. analyze changing risk premia for stocks in
general. Furthermore. they do not provide direct em­
pirical proxies for changes in equity risks that would
explain changes in equity risk premia over time. II

C. Changes in Risk Premia
One would expect changes in measured equity risk

premia to be related to changes in perceived riskiness.
First. with changes in the economy and financial mar­
kets, e4uity investments may be perceived to change in
risk. Second, since government bonds are risky invest­
ments themselves, their perceived riskiness may
change. Forexample, the large increase in interest rate
volatility in the last decade has Ufldoubtedly made
fixed income investments more risky holdings than
they were in a world of relatively stable rates. Mea­
sured equity risk premia (relative to government
bonds) could thus be reduced due to increases in per­
ceived riskiness of bonds. even if equities displayed no
shifts in risk.

One measure of risk. the standard deviation of FAF,
cr~. was shown previously to be related to cross-sec­
tional differences in risk premia. To test its usefulness
as a time series measure of risk. the average value of cr~

was calculated each month for the SP500 index and the
SPUT index. The results are graphed in Exhibit 6. 12

Illn addition. Brigham er al. do not repon on their treatmenl of serial
correlation in reponed regression results. making it more difficult to
interpret their findings. As an example. monthly data are used for the
1980-1984 period in a lime series regression of a risk premium on the
level of interest rates. Similar regressions using data in this paper
(1982-1984 monthly data) showed significant positive autocorrelation
with Durbin Watson Stalisties well below 1.0.

I~The average values of Og are the market value weighted averages of
the cr~ for individual stocks. If one looked at a direct estimate of g made
by individual analysts for the index. one would expect to find a lower
amount of dispersion because some of the differences on individual
securities would cancel out. Such data are not available. One would
suspect. however. that the calculated average would move up and down
in tandem wilh this unobservable measure of dispersion.
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'"NOIC Ihat these two series reflect both changes in the ratings of .:orpo­
me bt>nds as well as yield spreads for a given bond rating. The two
sencs proved bcller in explaining equity risk premia than use llf two
comparablc serics for AA-rated dcbt.

20-year U.S. Treasury bonds. This series should re­
flect relative risks of utility stocks as proxied by
SPUT.'~

Exhibit 7 reports results of analyzing the relation­
ship between risk premia. interest rates. and proxies
for risk for both the SP500 and SPUT. All regressions
are corrected for serial correlation.'~ For stocks in gen­
eral. Panel A shows that risk premia are negatively
related to the level of interest rates - as proxied by i~u'

Such a negative relationship may result from increases
in the perceived riskiness of investment in government
debt at hil!h levels of interest rates. A direct measure of
uncertainty about investments in government bonds
would be necessary to test this hypothesis directly.

The results also show the signiticant positive rela-.
tionship between the two proxies for risk and the esti­
mated risk premia. For example. regression 4 of Panel
A shows that the equity premium on the SP500 in­
creases with the dispersion of FAF (cr~) and the yield
spread between corporate and government bonds (i. ­
i: II ). Evidently. these two risk measures capture some­
what different dimensions of risk. both of which ap­
pear important in explaining risk premia on stocks in
general. The simple correlation coefficient between
[he two risk measures is 0.19 and is insignificantly
different from zero. The addition of the yield spread
risk proxy also dramatically lowers the magnitude of
the coefficient on government bond yields. as can be
seen by comparing Equations I and 3 of Panel A.
Apparently. a large part of the effect of changes in
government bond rates on equity risk premia may be
explained through the narrowing of the yield spread
between corporate and government bonds. This sug­
gests that such increases in government yields may
often be associated with a reduction in the difference in
risk between investment in government bonds and in
corporate acti vity.

Panel B shows that utility risk premia are also in­
verselv related to the level of interest rates as was
found' by Brigham et al. [2]. Unlike the results for
stocks in general. however. changes in the dispersion
of FAF over time are not significantly related to
changes in these utility risk premia. This may be be-

2 ..- .. '-'.....-.._ ........... --. .............._ .._.__..

.,../_.,._........
.- ....../ "'._ .___.-. rp

(iu -i 2o) . '.-.-.-.
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Exhibit 6. Equity Risk Premia. Interest Rates and
Risk

SP 500
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Another possible time series proxy for equity risk is
the set of yield spreads between corporate and govern­
ment bonds. As the perceived riskiness of corporate
activity increases. the difference between yields on
corporate bonds and government bonds should in­
crease. One would expect the sources of increased
riskiness to corporate bonds to also increase risks to
shareholders.l.l Exhibit 6 graphs two series of yield
spreads. The ftrst is the difference between the yield on
rvtoody's corporate average series and the yield on 20­
year U.S. Treasury obligations. This series includes
debt of both industrial and utility companies and thus
would be appropriate as a risk proxy for a broad market
index such as the SP500. The second is the spread
between the yields on Moody's public utility series and

I·'or ,oursc. counterexamples could be constructed but one would e~­

pect an ovcrall positive correlation across companics. Addillonally. thc
cross·sectional relationship between bond ratings and equity risk premia

'poncd earlier in the paper SUppOllS the link between corporate debt
,"ks and risks on equity.

I~Ordinary least squares regressions showed severe positive autocorre­
lauon In many cases wilh Durbin Watson Statistics typically bellm one.
Estimation used the Prais-Winsten method. See Johnston 1101. pp.
321-325.
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Exhibit 7. Changes in Equity Risk Premia Over Time - Entries are Coefficient
(t-value)

Regression Intercept i::o aB it.:- i.::o R'

A. SP500: Dependent Variable is Equity Risk Premium*
I. 0.1'+0 -0.632 0.-+3

(8.15)t ( -4.9511-
2. 0.118 -0.660 0.754 0.58

(7.10)1- ( -5.93)1- (3.32)T
3. 0.069 -0.235 1.-+-+8 0.57

13.-+-+)1- (- 1.76, (.+.18)t
.+. 0.030 -0.177 0.855 1.6-15 n.79

12.17)t 1-2.07)t (.+.68IT 17.(3)";-

Regression Inlereept i:u a~ lu - 1'=11 R'

B. SPUT: Dependent Variable is Equity Risk Premium*
I. 0.110 -0.510 0.37

(7.35)T (-'+'-+1 )T
2. 0.101 -0.543 0.805 0.-+1

(6.28)T ( - .+.68)T (IA2)
3. 0.051 -0.259 1..+32 0.110

(5.5'+)+ ( -4.05)+ nUl7I+
4. O.O'+lJ -0.2X7 O.3X7 I.3lJl O. XO

(5.15)T (-3.87)+ (0.751 1X. I.+)t

",\11 vanabk, are L1dineLl In E:dl,hil I anLl grapheLl ,n E.\hihll h. R'!.:r"'io'" "ere '''lIl1lateLl fur the -'I,
mUnlh p.:rluLl January I"X2-D"emher 1"X.. anLl were eOITeeleLl fur 'erial ,urrdallun "'ing Ihe 1'1":"'­
WIIl,ten methuLl. Fur purp'"'' of th" rq;re"ion \":mahl" are e\pr""L1 III L1""l1al furm. ('.g .. P'.;
01 ..
tSign,fieanlly L1ifkrent frum leW at (0) I<:\el u"ng l"I>-laikLl le,1.

l'au,t: llf lower vari;lbility ova tlll1t: In the Ji,pt:rsion Ill'

F:\F fllr utility ,tocks as Cllll1pareJ to equities In gent:r­
al The yield spread between utility and governmerH
bllnd,,, 'lgnificanlly positively related to utIlity equity
mk premia. AnJ. as in the case of stocks in general.
lntroJuclion of lhis spread substantially reduces the
indepenJent effect of interest rate levels on equity risk
premia.

Given the short time series (361l10nths). tests for lhe
stability 01" the relationships found in E:-;hiblt 7 pre,enl
Jllficultle,. A, a chel.:k. the relationship~ \\ere reestl­
mateJ Jlviding the data into two 13-mlJnth paiods.
For stocks In general (SP5001. coefficients on (j< and
II. - i:,,l \\ere plhitive in all regressions and signifi­
cantly so. except in the case of (i. - i:\I) for the second
I::S-month period. The coefficient of i:\1 was significant­
ly nega[ive in both periods. This confirms the general
finLiing, for the SP500 in Panel A of E:-;hibit 7. For
utility stol.:ks. results for the subperiods also matched
lhe enlire period results. The coefficients of (iu - i:,,)
were significantly positive in both subperiods while
those of (j~ were insignificantly different from zero.
The level of intcrest rates (i:\I) had a significant nega-

li\e cffect in bo[h suhperillds.
In summary. the e"til11ateLi risk premia change U\t:r

time and the patterns of such change are directly rdat­
eLi to changes in proxies for the risks of equity inv e~t­

ments. Risk premia for both stocks in general and
utilities are inversely related to the level of government
interest rates but positively related to the bond yield
spreaJs which pro:-;y for the incremental risk of in\ est­
ing in equities rather than government bonds. For
stocks in general. risk premia also increase over time
with increases in the general level of disagreement
about future corporate performance.

VI. Conclusions
Notions of shareholder required rates of return and

risk premia are based in theory on im'estors' expecta­
tions about the future. Research has demonstrated the
usefulness of financial analysts' forecasts for such ex­
pectations. When such forecasts are used to derive
equity risk premia. the results are 4uite encouraging.
In addition to meeting the theoretical requirement of
using expectational data. the procedure produces esti­
mates of reasonable magnitude that behave as eCOnllll1-
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ic theory would predict. Both over time and across
stocks. the risk premia vary directly with the perceived
riskiness of equity investment.

The approach offers a straightforward and powerful
aid in establishing required rates of return either for
corporate investment decisions or in the regulatory
arena. Since data are readily available on a wide range
of equities. an investigator can analyze various proxy
groups (e.g., portfolios of utility stocks) appropriate
for a particular decision. An additional advantage of
the estimated risk premia is that they allow analysis of
changes in equity return requirements over time.
Tracking such changes is important for managers fac­
ing changing economic climates.
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The Global Credit Crunch:
Junk-Bond Market Is Drying Up,
Hitting Companies Big and Small
By Gregory Zuckerman

10/07/98
The Wall Street Journal
Page Al9
(Copyright (c) 1998, Dow Jones & Company, Inc.)

A gushing spigot has suddenly been turned off in the junk-bond market,
and the resulting drought is being felt at companies both large and small.

Many growing companies looking to raise capital in recent years have
headed for the junk-bond, or "high-yield," market. So, too, have struggling
companies hoping to shore up cash reserves. As long as they were willing
to pay investors a bond yield amounting to several percentage points more
than they could receive on comparable Treasury securities, companies
found investors eager to buy their bonds.

But in recent weeks, the market has shifted. Global unrest has sparked fear
that a U.S. recession will result, crippling many second-tier companies. As
a result, only the best quality corporations are now able to sell new bonds, a
change that will likely force more companies to seek bankruptcy-law
protection in the year ahead.

At the beginning of August, almost $25 billion ofnew junk-bond financing
was set to hit the market. But the global economic unrest has unnerved both
investors and Wall Street underwriters. The result: Fewer and fewer
companies are able to raise necessary money by selling bonds.

"There's concern that the vast majority ofhigh-yield companies can no
longer come to the market" to sell bonds, said Robert KrichefI, Credit
Suisse First Boston's head of high-yield research.

While the two-month dry spell ended recently with the sale of $1.4 billion
of bonds for CalEnergy Corp. and $750 million of bonds from Chancellor
Media Corp., these companies are highly rated issuers within the junk-bond
community, and operate in relatively stable industries. Going forward, any
company that doesn't share these characteristics may be unable raise
fmancing by selling new bonds, at least until the economic turbulence
subsides.

The shift in sentiment within the junk-bond market is reflected in the
widening spread, or difference in yield, between junk bonds and safe
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Treasurys. The spread has grown to almost six percentage points, up from
under five points in mid-August and less than three points in April,
according to Merrill Lynch. The spread is the widest since the early 1990s,
an indication that investors are increasingly wary of buying junk bonds.
What's more, little trading is going on, making it hard for both buyers and
sellers.

Investors, who have gotten used to double-digit returns on junk bonds, are
suddenly seeing huge losses. The average junk-bond mutual fund fell
7.19% in the third quarter, according to Lipper Analytical Services. And
things could get worse.

"This shakeout isn't comparable to the devastation of the early 1990s, when
the majority of the market overleveraged buyouts," says Martin Fridson,
Merrill Lynch's high-yield chief. "But we're already seeing defaults and
bankruptcies increase" and there are few signs of a turnaround soon in the
market.

High-Yield Bonds
U.S. public and private high yield
debt issuanceI in billions
$24
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Business/Financial Desk; Section C
Small Telephone Company Is Victim of Credit Squeeze
By SETH SCHIESEL

10/23/98
The New York Times
Page 2, Column 5
c. 1998 New York Times Company

Telegroup Inc., a small international telephone carrier that was flying high just six
months ago, is on the verge of running out of cash and is weighing takeover offers
from at least two communications companies, executives close to the discussions
said yesterday.

With insolvency looming, Telegroup is the fIrst major telecommunications
casualty of the credit evaporation for companies that are smaller than huge. As
markets around the world have devolved into turmoil, lenders have essentially
halted fmancing for companies whose prospects are considered uncertain.

The squeeze could become particularly acute in the communications industry, with
)ts high capital requirements and fierce competition. For instance, USN
Communications Inc., a new local phone company, has seen its shares starved to
62.5 cents from a high of$23 in March, shortly after its initial public offering.

But while USN had only $47.2 million in revenue last year, Telegroup had sales
of$337.4 million. And that is attracting suitors.

Primus Telecommunications Group Inc. and the IDT Corporation, two of
Telegroup 's brethren as new, fast-growing communications carriers, have each
made offers for Telegroup , executives close to the talks said.

Telegroup 's market value has decreased to about $110 million from around $775
million in April. The company expects revenue of about $105 million for the third
quarter.

The company's shares closed at $3.25 yesterday, up 71.875 cents, in Nasdaq
trading. Last Friday, the shares traded as low as $1.0313.

The run-up could be a product of speculation that there may be a bidding war for
the company. But the Primus and IDT bids each would give next to nothing to the
public holders ofTelegroup 's stock, according to executives close to the
discussions.

Instead, the offers are aimed directly at Telegroup 's bondholders, to whom the
company owes about $105 million. The largest holders ofTelegroup 's debt are
Merrill Lynch & Company and Laurence A. Tisch's Loews Corporation, according
to executives close to Telegroup .

But Merrill Lynch and Loews do not even have the first claim to Telegroup 's
assets. In August, Telegroup gave that right to the Foothill Capital Corporation as
part of a $12 million credit deal.

According to a Telegroup filing with the Securities and Exchange Commission,
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Credit Markets

Telecommunications Issues
Thaw Junk-Bond Freeze

By PAUL M. SHERER

Staff Reporter ofTHE WALL STREET JOURNAL

The ice is beginning to thaw in the junk-bond market.

In the last week or so a group offast-growing companies, many of them in the telecommunications industry, have once again
raised money in the junk, or "high yield," market. But bond-market analysts warn that while the market is beginning to reopen to
seasoned companies, they're having to pay up. And companies that haven't tapped the high-yield market are likely to still fmd it an
inhospitable environment.

Eight deals raised $2.57 billion in high-yield bonds last week. according to CommScan LLC, with
telecom companies issuing the lion's share ofnew debt. McLeodUSA Inc., a Iowa-based
competitive local exchange carrier, or CLEC, started the'parade Oct. 22 by raising $300 million.
(CLECs provide local telephone service in competition with regional Bell companies).

Last week also saw issues of$750 million from Qwest Communication International Inc., a
builder of fiber-optic networks, $300 million from wireless operator Nextel Communications
Inc., and $350 million from U.K. cable operator TeleWest PLC.

Meanwhile, Winstar Communications Inc. showed that vendor fmancing-Ioans provided by
equipment sellers to large buyers-remains an alternative source of capital. The New York CLEC

agreed Oct. 22 to obtain up to $2 billion in equipment financing from Lucent Technologies Inc.

The deals came as a relief to communications companies, which had been nearly shut out of the junk-bond market for weeks..
There were only six high-yield telecom issues in August and September, raising $1.2 billion. That was down sharply from 33
issues raising $8 billion in the same period last year, according to New York-based CommScan.

Shares of the telecom companies have rallied on the funding news, after being battered during August and September. Investors
had feared the companies could run out ofmoney before completing their networks.

But despite the signs of life, market participants believe many fast-growing companies can no longer count on the same easy
funding that has propelled their growth. The initial-public-stock-offering market remains shut for start-up companies, while
borrowers report increasing caution on the part of bank lenders. Some companies may no longer be able to issue high-yield bonds,
while others will only be able to do so by paying higher yields.

"I think we have seen a fundamental change in the cost of funding for these kinds ofcompanies," says Michael Guarnieri, director
of high yield research at Lehman Brothers Inc. "Whereas in early I998 and throughout I997 it seemed like anything could get
done, the [high-yield] market will be more disciplined going forward, and only more seasoned telecom companies are going to be
able to access the market. For companies that aren't seasoned, it just won't be there."

The flood of new issues last week came from better established companies already familiar to investors, says Kevin Mathews,
senior portfolio manager at Pilgrim America High Yield Fund in Phoenix. "The bottom tier and middle tier of the high-yield
market is still very shaky, and people are being cautious."

The returns demanded by investors holding junk bonds have soared since the global fmancial crisis hit the U.S. in August, though
they've since come off their peak. The Lehman Brothers High Yield Index showed that the difference between the yield of
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high-yield bonds and safe U.S. Treasury bonds rose from 3.06 percentage points at the end of September 1997 to 6.81 percentage
points at the end of September 1998, said Mr. Guarnieri.

Companies issuing last week generally paid between a quarter and a full percentage point more than the rates on their existing
bonds. PSINet Inc.'s $200 million issue Tuesday, for example, was about a percentage point more expensive, Mr. Guarnieri says.

The six high-yield telecom issues in October, which raised $2.44 billion, cost on average 5.728 percentage points above U.S.
Treasuries. The spread in October 1997 was 4.726 percentage points, on 23 deals raising $5.36 billion, according to CommScan.

The tightness has companies like GST Telecommunications Inc. watching cash more carefully. Like other companies in its field,
GST is spending heavily as it builds its fiber optic and data network. The company invested $215 million last year on its
expansion and expects to spend a further $250 million this year. Its growth has been funded in large part by the $900 million of
high-yield bonds it issued since December 1995.

GST Chief Executive Joseph A. Basile Jr. says he can't predict what the capital markets will do, but the company isn't taking any
chances. Coming into the recent turmoil, GST already had capital in place to last through the end of 1999. "By changing the way
we employ capital ... we think we can extend that an additional six months," Mr. Basile says.

To stretch out its capital, GST has cut $50 million from its expansion plans and is considering cutting $50 million more. It has
chosen to lease rather than build some facilities, has postponed some expansion plans, and will rely more heavily on outsourcing.
For example, it will delay its entry into the Dallas market from 1999 to 2000, and in Seattle it will build a smaller infrastructure
and rely more heavily on facilities leased from the local Bell operator.

GST intends to be prepared if the funding tightness proves more than a short-term problem. "We are looking at something that will
continue for the next few months at least," Mr. Basile says. "Ifit appears it will extend beyond that, we will look at other
opportunities with vendor fmancing, to make sure we have the liquidity we need." But if the high-yield markets bounce back faster
than expected, "we want to position ourselves to be able take advantage of that change."

The funding downturn also has some private equity investors looking at new acquisition opportunities. Charterhouse Group
International Inc. says it will move beyond its traditional investments in private companies to begin investing in
"capital-constrained public companies." New York-based Charterhouse will make equity investments ofup to $200 million each
as a minority investor.

For cash-starved companies, "they're either not going to get capital, or they will look to an alternative source ofcapital," says
Merril M. Halpern, Charterhouse chairman and CEO. "That's one of the reasons we're interested in pursuing this market."

"It may not be as severe over the intermediate term as it is at the moment, but I expect the debt markets and the high-yield debt
markets in particular to be rather weak for the intermediate term," Mr. Halpern says. He also sees continuing softness in the market
for initial and follow-on public offerings. "I think the liquidity shortage is more than a short-term impact."

Friday's Market Activity

The bond market declined Friday after a statement by the Group of Seven leading industrial nations eased fears ofglobal market
turmoil, causing investors to exit the safety ofTreasurys.

Late Friday the benchmark 30-year Treasury bond fell I 6/32 points, or $11.88 for a
bond with $1,000 face value, to 1055/32. Its yield rose to 5.151% from 5.076% late
Thursday, as bond yields move in the opposite direction ofprices.

:;;""':11\------------1. The G-7, in its second statement during October, said Friday that the International
Monetary Fund will establish a precautionary line ofcredit to help countries avert

---\:Irt=--f'yiC------..... global fmancial contagion before their economies are hit.

----------'fWr---..... That announcement helped ease worries about the outlook for fmancial markets,
---------..:JH~WII continuing a process that has been under way since Oct. 15 when the Federal Reserve

cut interest rates between its scheduled meetings.----------i+-___
"You've taken that uncertainty out of the market and people can move to other markets
and leave Treasurys," said William Lloyd, head of market strategy at Barclays Capital.
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CREDIT COMMENTS

Increased competition will weaken the
strength that the local telephone companies de­
rive from their dominant market positions. How­
ever, industry fundamentals have allowed these
companies to improve their financial capacity to
service debt as competition has risen. Standard &
Poor's anticipates that well managed local ex­
change companies will be able to continue to
offset rising business risk with greater financial
strength for the foreseeable future, resulting in
fairly stable credit quality for this industry seg­
ment as a whole.

Long-distance carriers will lose some of their
long-distance customers to GTE and the RBOCs.

This market share loss lS nlll likel\' ttl be r,l~'lc~

enough to destabilIze credit qualit\· t<lr th, IlJnl.:­

distance industry ib a whll!e, but the 11l1p,ld ",Ii:
vary widely from compam' to compam' Sllln,'
long-distance companies. mil\' suiier he,l\'\ I,,~~e'

of business; others may gain much more than th,'\
lose by providing services to the RBOCs and GTE
This may result in significant rating changl''; tClr
the smaller long-distance carriers. but It 1'; Ull­

likely to impact credit quality for the long-dl';­
tance segment as a whole.

Frank Plumici/. Nell' York (2J:!i 2I!S-1<l<l6

STANDARD & POOR'S INSURER REALTY MODEL
In a Credit Comment in the Jan. 8.1996 edition of
Credit Week, "Model Shows Insurer Realtv Hold­
ings Still Overvalued, " a table contained incor­
rect information on additional reserves. The cor­
rected table is printed below. The text
corresponding to the table should ha\'e read"As
table 1 indicates, the average company's portfolIo
was overvalued by 14.6'}" on a liquidation baSIS
,md 4.0% on an ongoing basis. Foreclosed prop-

erties were even worse. averaging ll\en',lluatilln
of 18.7'~;, on a liquidation basis dnd LJn" .. Llll .1n
ongoing basis."

Mark Puccia, NCii' York (212 I 20S-1 ~() 1
[avail Ohm. ".Jell' I"")' (212) 20.,'-.'8/ 1-1

Table 1
Additional Reserves . 1994

Investment Properties Foreclosed Properties
Company L'QU/dat,on OngOing Company LIQUidation OngOIl1Q
A 140471 (3341 ) K (46.621 13852;
0 (3640) (2757) 0 (36301 12600)
8 (32671 (2603) H (35731 12508
C (2975i (17711 J 13087, (2034,
0 (29181 12104) 0 (2969) 11948;
E 12897) 117671 N (2891 ) 11803)
F (2616) (14.63) R (2477) (1708)
G 124451 (12581 C (23981 (13071
H 119361 /1019) i (2375) (1394/
I (17431 (815) B (2219) 1909,
0 (17 281 1716) E (2007) (1059)
J /15741 (711 ) F (17861 (949)
K (12281 (045) G (1703i (7.271
P (1003) (022) M (14011 (539i
L 1965) 061 S 113781 1559;
M 19511 3.86 T (11791 (2 74'
N 1914, 473 L (1102) (096,
R 1466, 912 P (844) 023
S 1 91 1350 A 1813) 1104,
T 520 21.39 0 (540, 5.21
U 670 21 15 U (1 46) 897
'/ 953 18.30 V (024) 970
V. 1305 2007 W 263 14.28

Simple Average 114641 (3.96) (1867) (8931
First Quartile (2756) (1615) (26841 (1755,
Median (1574) (711) (1786, 19.091
Bonom Quartile (690) 693 1973) (1001

A
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Article 3 of200

The economics of private placements: Middle-market corporate finance, life
insurance companies, and a credit crunch
Stephen D Prowse

07/01/97
Economic Review (Federal Reserve Bank of Dallas)
Page 12
Copyright UMI Company 1997. All Rights Reserved. Copyright Federal Reserve
Bank of Dallas Third Quarter 1997

This article examines the private placement market for corporate debt and the
recent credit crunch in that market.

This article examines the private placement market for corporate debt and the
recent credit crunch in that market. Neither the private placement market nor the
crunch have received much attention from economists, but both are important. The
private market is a significant source of funding for medium-sized companies.
Starting in the early .I 990s, the credit crunch in the private market cut offmost
be[owinvestment-grade companies from a traditional source of long- term funds; it
is an example of a mechanism of credit market disruption that economists have yet
to focus on.

The article first examines the structure of the private placement market, including
contract terms and who the typical borrowers and lenders are. The private
placement market is an information-intensive market that shares much with the
more familiar bank loan market: borrowers and lenders typically negotiate lending
terms, [enders evaluate and monitor borrowers' credit risk, covenants are used to
control risk, and borrowers generally lack access to public debt markets because
they are too information-problematic for public market investors to evaluate.' As
in the bank loan market, a key activity of [enders in the private placement market
is the gathering and production of information about borrowers' credit quality.
However, there are also significant differences from the bank loan market: debt
instruments in the private placement market are securities rather than loans,
maturities of private placements are much longer than those of bank loans, interest
rates are fixed rather than floating, and the principal financial intermediaries
investing in private placements are life insurance companies, not banks.

The article also analyzes the credit crunch that occurred in the
below-investment-grade sector of the private placement market in the early 1990s.
Credit crunches have long been an interesting and controversial topic, because
producing compelling evidence that a crunch occurred is often difficult and
because economists have proposed a variety of mechanisms that can cause
crunches. For the recent credit crunch in the private placement market, relatively
extensive evidence is available. [n addition, the causes of the crunch appear to
differ from the standard ones proposed in the academic literature. Another
interesting aspect of this credit crunch is that it apparently continues to this day,
long after its initial causes--financial problems at life insurance companies and a
policyho[der focus on the industry's be[owinvestment-grade bond
investments-appear to have waned. I examine some possible reasons for the
persistence of the crunch.

The structure of the private placement market
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A private placement is a debt security issued by a firm that is exempt from
registration with the Securities and Exchange Commission (SEC). By law, private
placements must be sold only to a limited number of sophisticated investors
(typically life insurance companies). Both initial offerings and secondary
transactions of private placements are restricted in this fashion.

This article focuses on the traditional market for privately placed debt, which is
distinct from the so-called Rule 144A market for private debt securities. Rule
144A, adopted by the SEC in 1990, provides more fonnal exemption from
registration for secondary transactions in private placements. It has essentially
evolved into a quasi-public market that is quite distinct from the traditional
market. Most borrowers in the Rule 144A market are less infonnationproblematic
than traditional market borrowers. Lenders include traditional public bond buyers
such as mutual funds and pension funds as well as life insurers; securities very
often have registration rights attached to them and are fonnally underwritten (as in
the public bond market), as opposed to sold on a "best- efforts" basis by agents (as
in the traditional private market). There is generally substantially less gathering
and production of information on borrower credit quality by lenders in the Rule
144A market.2

Private placements are a significant source of funds for U.S. corporations. During
1994-96, gross issuance of private placements by nonfmancial corporations was
almost 40 percent of that in the public market. For a few years in the late 1980s,
private issuance actually exceeded public issuance (Figure 1). The surge in public
issuance in periods offalling interest rates (for example, in the mid-1980s and
early 1990s)--which primarily reflects refmancing activity-has not been matched
by private issuance because most private bonds carry punitive prepayment
penalties, making refmancing unattractive.3 The market size in tenns of the
outstanding stock of bonds also suggests that the private placement market is an
important one. At year-end 1996, the nonfmancial corporate sector had about $450
billion of private placements outstanding, roughly 70 percent of the amount of
bank loans ($640 billion) and almost 50 percent of the amount of public bonds
($950 billion) outstanding.4

Table I sets out some of the differences in contract terms, borrowers, and lenders
between the private placement market and the two other major debt markets--the
public bond and bank loan markets. Many of these differences are consistent with
the notion that, for many firms, these are very distinct markets to which there is a
hierarchical pattern of access. In other words, there are many finns that are too
informationproblematic to borrow in the public bond market--they need to take
advantage of the intensive due diligence and monitoring in the private placement
or bank loan market. Of these, the most information-problematic finns are
probably restricted to the bank loan market, where the most intensive monitoring
takes place. Thus, the private placement market is a much more information­
intensive market than the public bond market but probably somewhat less
information-intensive than the bank loan market.

Contract terms and borrowers. Contract terms differ substantially across the three
debt markets listed in Table 1. On average, private placements are larger than bank
loans and smaller than public bonds. Carey et al. (1993) report that in 1989
roughly 80 percent of all private placement issues ranged from $10 million to
S I00 million. In contrast, more than 80 percent of all bank loans ranged from
$10,000 to $1 million, while more than 80 percent of all public bonds issued
ranged from $100 million to 5500 million.

Maturities of private placements are generally longer than those of bank loans but
shorter than those of public bonds. Bank loans have relatively short
maturities--Carey et al. (1993) report that in 1989 roughly 80 percent of all bank
loans were for less than one year. Private placements are generally of intermediate
to long term (between seven and fifteen years) maturity--more than half of all
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private placements issued in 1989 were within this maturity range. Finally, public
bonds are typically long term--roughly 70 percent ofall public bonds issued in
1989 were longer than ten years in maturity.

Figure I

Table 1

The use ofcovenants also varies substantially across these three debt markets.
Covenants are a mechanism lenders use to control risk. AffIrmative covenants
require a borrower to meet certain standards of behavior. They include
requirements that the finn stay in the same business and meet its legal and
contractual obligations. Affirmative covenants are common in all three debt
markets. Negative covenants restrain the borrower from taking actions that would
be detrimental to debtholders. They include restrictions on capital expenditures,
the sale of assets, dividends, merger and acquisition activity, and the amount of
additional debt the firm can take on. Finally, financial covenants restrict
measurable fmancial variables and can stipulate minimums to be maintained on
capital, interest coverage, and the ratio of assets to liabilities.

The frequency and tightness of negative and fmancial covenants in both the bank
loan and private placement markets vary with the degree of information problems
the firm poses to outsiders and its observable credit risk. "Tightness" refers to the
likelihood that a particular covenant will be binding in the future. Both private
placements and bank loans for more information-problematic firms often contain
many fmancial and negative covenants, whereas covenants are fewer and looser
(that is, with minimum values further from current values) in both markets for
fmns that pose fewer information problems. In particular, however, bank loan
agreements appear to contain more and tighter covenants than private bonds, even
for borrowers with the same characteristics, while negative or fmancial covenants
in public bonds are extremely rare.5

Since covenants limit a borrowing firm's financial and operational flexibility, there
are usually either implicit or explicit prov isions for contract renegotiation,
whereby the lender can examine requests for a waiver or relaxation of a covenant.
Lenders that offer such provisions must of course have the ability to monitor and
evaluate borrowers and the effect on their creditworthiness of relaxing particular
provisions in the debt contract. The more frequent and tighter covenants in bank
loans mean that covenant renegotiation is most frequent in this market. However,
renegotiation is also quite frequent in private placements, while renegotiation is
extremely rare in public bonds.6

These cross-market differences in contract terms are usually consistent with the
notion that f!rIDS posing the greatest information problems for outside investors are
generally restricted to the bank loan market, firms with less severe information
problems have access to the private placement market, and only those large public
firms with the fewest information problems can access the public bond market. In
other words, different debt markets specialize in providing financing to borrowers
that differ in the degree of information problems they pose to investors.

Cross-market panerns of issue size are consistent with this notion. The information
problems borrowers pose to lenders span a spectrum. Firm size is an important
determinant of where on this spectrum a firm is because size is correlated with age
and the length of a track record. Size is also related to the number of externally
visible contracts the firm has, as well as to the firm's stake in its own reputation.
Of course, borrower size is also highly correlated with issue size. Thus, smaller
borrowers, which make smaller issues, are often less wellestablished and less
well-known firms; consequently, they require more due diligence and loan
monitoring by the lender. In fact, as Carey et al. (1993) show, borrowers in the
public market are substantially larger than borrowers in the private placement
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market, which are in tum substantially larger than finns that are restricted to the
bank loan market for raising funds.

Cross-market patterns of covenants are also consistent with the notion that each
debt market serves borrowers differing in the degree of information problems
posed to lenders. Information-problematic firms are subject to covenants that limit
their risk-taking ability. But in order not to restrict the firms' activities too much,
there must be room for renegotiating them at appropriate times. This can only
occur in markets where the lenders are willing and able to renegotiate.
Information-problematic fIrms cannot borrow in the public market because
covenants are not effective there, since public lenders have little capacity for
monitoring.

Differences in maturity between the bank loan and private placement markets
appear related to the liability structures of the differing lenders in each market.
Banks have shortterm, floating-rate liabilities, which they can match with
short-term, floating-rate loans. Conversely, life insurance companies have
primarily long-term, fIxed-rate liabilities, which are conveniently matched by
private placement investments. Although banks could in principle make long­
term, fIxed-rate loans and execute swaps to obtain payment streams matching their
floating-rate liabilities, they seldom do so. Perhaps this is because the transactions
costs of such swaps are too high. An alternative explanation, however, is that the
different markets serve borrowers that differ in terms of the credit evaluation and
monitoring they require, and that in equilibrium the different credit analysis
requirements require different maturities to be most efficient. For example, the
tighter the covenants used to control borrower behavior, the shorter the maturity of
the contract needs to be to provide flexibility for the borrower.

Lenders. Market participants estimate that life insurers purchase between 50 and
80 percent of all private placement issues. Carey et al. (1993) provide evidence
supporting estimates at the high end of this range. Foreign and commercial banks,
pension funds, fInance companies, investment banks, and thrifts are all minor
players in the market. As mentioned above, one reason for life insurers' dominance
is that they are uniquely suited to investing in private placements because the
fixed-rate, intermediate- to long-term nature of the security can be easily matched
with their liabilities. At year-end 1995, life insurers held about $250 billion of
private placements, representing about 14 percent of their general account assets
and 37 percent of their total corporate bond holdings.7 Within the life insurance
industry, private placement lending is concentrated in the hands of the largest
twenty insurers, which hold about 70 percent of total life insurance industry
private placement holdings.8

Life insurance companies are informationintensive lenders--that is, they conduct
both substantial due diligence on the borrower before making the loan and
continuous monitoring after the loan is made. Thus they have large investments in
risk-control technologies. Most insurers have traditionally had large staffs of credit
analysts, who evaluate the credit quality of potential borrowers and monitor the
health of firms to which credit has been extended. Most review each private
placement in their portfolio quarterly and conduct a more formal semiannual or
annual review. Violations of or requests for renegotiation of covenants generate
further reviews. The costs of riskcontrol operations are covered by the higher
risk-adjusted yield of private placements relative to public bonds, which require
little or no active monitoring by securityholders.

Their large investments in credit evaluation and monitoring have traditionally led
most life insurance companies to focus on more complex and lower rated credits,
and the industry's expertise in investing in such bonds has largely been built up
over the postwar period. For example, Shapiro (1977) notes that between 1960
and 1975, the share of insurers' annual commitments to private placements
devoted to bonds rated Baa or below was roughly 60 percent, with the share going

11/10/19984:42 PM



uuw June:; 1I1lera<;tlVe~ t'uou<;atlons LlOrary nnp:lmrstglp.GJnr.COffilcgl-olfllUJ1mer... try%22& Vlew=V leW 1&tilJNUM=3& I V I ALHI 1:'=':Uu

5 of 1-1

to below-investmentgrade private bonds (those rated Ba or below) at roughly 20
percent. As late as 1990, insurers were still following this investment pattern: at
year-end 1990 the life insurance industry held 56.8 percent of its total private bond
holdings in bonds rated Baa or below, with 19.8 percent in bonds rated below
investment grade. As described in the next section, however, in 1990 and 1991 the
share of insurance industry commitments to below-invesnnent-grade bonds was
abruptly and sharply lowered, a phenomenon I call a " credit crunch."

The credit crunch

Table 2

The private placement market is fundamentally an information- intensive market,
with life insurance companies as the principal intermediaries. One feature all
intermediaries share is their vulnerability to withdrawals of funds by
liabilityholders, or runs, with consequent disruptions in the markets in which they
lend. This section investigates an example of a disruption in the private placement
market.9

Starting in mid-1990, issuers of belowinvesnnent-grade securities encountered a
sharp contraction in the availability ofcredit in the private placement market. A
coincident sharp rise in interest rate spreads on these securities suggests that the
reduction in supply was larger than any decline in credit demand associated with
the weak economy in that period. The primary mechanism for this credit crunch
appears to have been asset-quality problems at life insurance companies in 1990
and 1991, which focused regulatory, stock market, media, and policyholder
attention on the fmancial solvency of life insurers. For a variety of reasons, such
attention focused on the share of belowinvestment-grade bonds on life insurance
company balance sheets: insurers with a high share were penalized by lower stock
prices, unfavorable media reports, and slower sales growth of life insurance
products. Insurers thus began competing with each other not just on price but also
on the basis of the share of belowinvestment-grade bonds on their books. As a
result, insurers stopped buying below-invesnnent-grade bonds, precipitating a
crunch in the private market for these bonds where they had previously been the
dominant investors. lOIn other words, there was a flight to quality by life
insurance companies.

This flight-to-quality mechanism differs somewhat from those proposed by
economists. It is most closely related to the class of models that focuses on runs
caused by liabilityholder concerns about financial intermediaries' solvency.
However, unlike in these models. no actual runs occurred to trigger a flight to
quality by an insurance company.

One surprising aspect of the credit crunch is its persistence. Even today, life
insurers appear to be infrequent purchasers of belowinvestment-grade private
bonds, while gross issuance remains low and spreads remain high, despite the fact
that solvency concerns about life insurance companies and concerns about
below-investment- grade bonds have largely been put to rest. I investigate reasons
for the persistence of the crunch.

Definition of a credit crunch. Many definitions of the term credit crunch appear
in the literature (see Clair and Tucker 1993 for a review). My definition is that, for
a given price of credit, lenders substantially reduce the volume of credit provided
to a group of borrowers whose risk is essentially unchanged. That is, a credit
crunch is caused by a reduction in lenders' willingness to make risky
investments--in terms of a supply-and-demand diagram, a credit crunch is a
substantial leftward shift in the supply of credit, when the shift is not principally
due to an increase in the riskiness of borrowers. I I

Note that a supply shift alone does not imply a credit crunch, as the supply curve
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may shift due to an increase in the risk iness ofborrowers. Thus my credit crunch
definition does not encompass the reduction in supply that is a normal response by
lenders in a recession. In a recession, borrower riskiness normally increases, and
lenders demand compensation either in higher interest rates or in tighter nonprice
credit terms. Although borrowers might characterize such a reduction in credit as a
credit crunch, such a characterization would be incorrect because the decrease in
credit is a normal response of lenders to changing conditions. Cantor and
Wenninger (1993) refer to this situation as a "credit slowdown."

My definition of a credit crunch differs from some, notably that of Owens and
Schreft (1992), in that it does not require that the credit reduction be accomplished
by nonprice rationing. The reduction may be effected entirely by an increase in the
relative price of credit, as would normally occur in response to a leftward shift in
the supply curve, or by some combination of price increase and nonprice rationing.

Evidence for a credit crunch. Events in the below-invesnnent-grade sector of the
private placement market in the early 1990s qualify as a credit crunch because
gross issuance of below-investment-grade private placements declined
substantially and spreads on such debt increased sharply, whereas spreads on
investment-grade private debt declined. A general increase in the riskiness of
borrowers due to the 1990-91 recession cannot account for these phenomena. 12

Data from three sources conflrm a reduction in issuance of below­
investment-grade private placements. First, gross issuance by
belowinvestment-grade nonfmancial corporations fell by more than 50 percent in
1991, a much steeper drop than issuance by investment- grade corporations (Table
2).13 As a share of gross offerings, below- invesnnent-grade issuance declined
from 16 percent in 1990 to about 10 percent in 1991 and 1992, and 6 percent in
1993. Note also that the share of below-investmentgrade issuance continued to fall
through 1995. I will return to the persistent nature of the crunch later.

Figure 2

Table 3

Second, according to survey data from the American Council of Life Insurers
(ACLI), the share of total commitments by life insurers to below-invesnnent-grade
private placements dropped sharply in mid- 1990, from 21 percent in the flrst half
of the year to II percent in the second half (Figure 2). Since then, this share has
never risen above 7 percent. While data are unavailable on a continuous basis
before 1990, Shapiro (1977) reports that the average annual share of comminnents
going to belowinvesnnent-grade bonds between 1960 and 1975 was 19.9 percent.
In other words, starting in mid-1990, there was a historically unprecedented shift
in insurers' invesnnents away from below-invesnnent-grade private bonds.

Consistent with the reduced rate of purchase ofbelow-invesnnent- grade bonds,
life insurance companies' holdings of these securities fell II percent in 1991,
whereas holdings of invesnnent-grade securities rose by nearly 12 percent. As a
result, as shown in Table 3, belowinvestment-grade private bonds as a percentage
of all private placements in insurance company portfolios declined from 19.8
percent in 1990 to 12 percent in 1993 (and to 10 percent by year-end 1995). As
private bonds are infrequently sold in the secondary market, this sharp decline in
outstandings is consistent with an abrupt cessation of new investments in
belowinvesnnent-grade private bonds. Life insurance companies appear to have
simply let their portfolios of such bonds run off without replacing them. Table 3
illustrates that this aversion also extended to the public market in the early 1990s-­
holdings ofbelow-invesnnent-grade public bonds as a share of total public bonds
fell from 6.8 percent in 1990 to 3.7 percent in 1992.14

Figure 3
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Accompanying the decline in issuance and outstandings was a sharp increase in
yield spreads on below-investment-grade private bonds. According to market
reports, before 1990 the difference in yields on BB- and BBBrated private bonds
with comparable terms was about 100 basis points; since then, the difference has
been as high as 250 basis points. 15 Although data are unavailable before 1990, the
spreads reported in the ACLI survey confirm this movement (Figures 3 andA).16
During the fust half of 1990, the spread between yields on BB-rated private
placements and comparable Treasury securities was just over 300 basis points,
compared with just over 200 basis points for BBB-rated privates. This implies a
difference in yields between BB- and BBB-rated bonds of about 100 basis points,
consistent with market reports of the "normal" spread between such bonds at the
end of the 1980s. During 1991-93, however, the spread over Treasuries on
BBrated privates rose sharply to around 350 basis points (peaking at 425 basis
points in early 1991), while the spread over Treasuries on BBB-rated privates
actually fell somewhat. 17 The yield spread between BBB- and BB-rated bonds
thus rose to between 130 and 220 basis points over this period. Note again that
spreads between BB- and BBB-rated private bonds remained between 180 and
200 basis points through 1995 and 1996.

Of course, one could argue that the increase in spreads over Treasuries for
BB-rated private bonds in late 1990 and 1991 largely resulted from the slowdown
in economic activity. The recession could have increased borrower riskiness, and
life insurers could have demanded higher interest rates in response. However, such
an argument does not account for the fact that spreads over Treasuries on
investment-grade private bonds actually declined in the recession, as shown in
Figure 3. This pattern of behavior is not observed in the previous recession, when
spreads over Treasuries of investment-grade bonds rose, and in fact rose by a
greater amount than spreads on below-investment-grade bonds. 18 This argument
would also fail to account for the continuing high spreads on BB-rated securities
during the expansion that followed the 1990-91 recession. Overall, it appears more
likely that, within the below-investment-grade sector of the private placement
market, for a given level of risk, loan prices went up, whereas the volume of loans
went down. These facts are consistent with a credit crunch in this market.

Mechanisms behind the credit crunch

The mechanism behind the credit crunch in the private placement market is
somewhat different from those that have been proposed in the research literature.
This section briefly reviews the literature on credit crunches and contrasts it with
the mechanism that I argue is behind the recent credit crunch in the private
placement market.

One branch of the literature on credit crunches focuses on reductions in
intermediaries' lending activity caused by regulatory actions that affect lenders'
ability or incentives to assume certain risks. For example, Bernanke and Lown
(1991), Clair and Tucker (1993), Berger and Udell (1994), Peek and Rosengren
(1995), and Brinkman and Horvitz (1995) examine the effect of overzealous bank
examination and the imposition of risk-based capital requirements on banks as a
reason for the slowing of bank lending in the early 19905. Banks facing binding
capital constraints as a result of large loan losses, low earnings, and the
introduction of higher regulatory requirements for capital levels had three options
for increasing their capital-asset ratios: raise new capital, shrink assets and thereby
liabilities, or change the mix of assets to include more government securities and
fewer loans to businesses. 19 The latter two choices involve cutting back lending to
borrowers. More aggressive examination practices that forced banks to make
excessive charges against capital and accept new credit risks more cautiously
would have a similar effect.

Another branch of the literature focuses on a decline in indebted firms' net worth
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and the value of their unencumbered collateral as a reason for a contraction in
financial intermediary lending. Bernanke and Gertler (1989) suggest that
borrowers' net worth can affect lending activity by financial intermediaries. As
borrower net worth declines, then the agency costs ofexternal fmance rise. Thus
lenders will be increasingly unwilling to lend to £inns as their net worth declines.
Shocks that impact £inn net worth negatively can thus produce credit crunches.

Figure 4

A third branch of the literature focuses on contractions of lending by
intermediaries caused by liquidity problems, as modeled by Diamond and Dybvig
(1983). In their model, a bank transforms illiquid assets into liquid deposits.
Although bank assets are riskless, there is a cost to turning them liquid. Thus a
bank run can still occur if depositors conjecture that all other depositors will
withdraw their deposits early and consequently run to the bank to close their
accounts before the bank exhausts its assets. Since the bank's assets are riskless,
however, runs are not caused by rumors about the bank's solvency. Instead, runs
arise as a random phenomenon, like sunspots. However it is caused, the effect of a
run is the same-the bank must liquidate its illiquid loans and contract lending
activity.

A final branch of the literature focuses on contractions in intermediaries' lending
caused by runs due to liabilityholder concerns about fmancial intermediaries'
solvency. Chari and Jagannathan (I 988) and Gorton and Calomiris (I99 I) model
situations where bank assets are risky. Some depositors have private information
about the value of the bank's assets, while others try to infer this information from
the number of depositors who line up at the withdrawal window. If there is a long
line, these depositors will (sometimes incorrectly) infer bad news about the value
of the bank's assets and this will trigger a bank run, which in tum triggers a sharp
contraction in bank lending.

As I argue in the next section, the mecha nism behind the credit crunch in the
private placement market was largely unrelated to the liquidity-based models of
runs and was not associated with a decline of indebted firms' net worth or
regulatory action.2l It was most closely related to the last class of models, which
focuses on runs caused by liabilityholder concerns about financial intermediaries'
solvency. However, unlike in these models, no actual runs occurred to trigger a
flight to quality by an insurance company: the mere threat that potential customers
were focusing on an insurer's below- investment-grade bond holdings was enough
to trigger a withdrawal from the market for these securities. Thus, the signal to
liabilityholders provided by the length of the line at the withdrawal window was
not crucial, because most life insurers did not experience runs. What was crucial
was the perception that the share of below- investment-grade bonds on the
insurer's books was impeding the ability to sell life insurance policies to potential
customers and hurting the firm's stock price. The next section reviews the flight­
to-quality mechanism behind the credit crunch.

The flight-to-quality mechanism in the private placement market22

Until the early 1990s. the life insurance industry had enjoyed a long-standing
reputation for financial stability. In 1990, however, concerns arose about the
financial state of some life insurers when two insurance companies announced
large write-downs of their bond and commercial real estate portfolios.23 In 199 I,
five life insurance companies were seized by regulators.24 Of these, two had large
exposures to below-investment-grade bonds, and one had heavy exposures to
commercial real estate.

In 1991, life insurers also became subject to more rigorous disclosure
requirements with regard to their below-investment-grade holdings. In 1990, the
National Association of Insurance Commissioners (NAIC) revised its system of
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rating bonds held by life insurance companies to more closely resemble those of
the major credit rating agencies. As shown in Table 4, under the old rating system,
bonds that would have been rated below-investment-grade by the major ratings
services--BB or below-- were often rated investment grade (a "Yes" rating) by the
NAIC for regulatory purposes. A "Yes" rating under the old system could be given
to securities rated from AAA to B, while a "Not," "No··," or "No" rating could be
given to securities rated from BB to those in default. Under the new system, all
bonds rated belowinvestment-grade by the major ratings agencies were rated
below-investMent-grade by the NAIC. NAIC-l, the top rating, was given to
securities rated AAA to A, NAIC-2 to BBB securities, NAIC-3 to BB securities,
and NAIC-4 to B securities.

Table 4

The first balance sheet data (from 1990) incorporating the new ratings were
released in spring 1991. Although life insurance company investments in
below-investment-grade bonds had changed little from 1989, the new system made
it look as if there had been a huge jump in life insurance company exposure to
belowinvestment-grade bonds. From 1989 to 1990, reported
below-investment-grade holdings of the life insurance industry rose 40 percent
and, as a share of all corporate bond holdings, increased from 15 to 21 percent.
The sudden appearance of larger below-investment-grade holdings by life
insurance companies focused the attention of regulators, stock investors, the
media, advisors to the institutional buyers of life insurance products, and
policyholders themselves on the composition of insurers' bond holdings.
Below-investment-grade bonds became a source ofconcern for these
constituencies, with the ultimate result that insurance companies ceased investing
in them.

Fenn and Cole (1994) document that stock prices of insurance companies with
higher than average concentrations ofjunk bonds were adversely affected by the
publicity surrounding First Executive's write-down of its bond portfolio in early
1990.25 In contrast, stock prices of insurance companies with lower than average
exposure to below-investment-grade bonds were not affected.

The media also reacted unfavorably to those insurers with large holdings of
belowinvestment-grade bonds. DeAngelo et al. (1994) suggest that First
Executive--whose financial problems stemmed from overexposure to
belowinvestment-grade bonds--received much more press coverage than other
large life insurers with serious financial problems stemming from other reasons at
the same time. They report that from July 1989 to April 1991, thirty-two feature
articles on First Executive appeared in four major newspapers. Over the same
period, there were only seven feature articles on any of the industry's top ten
companies, despite the fact that, during this period, other life insurers suffered
substantial financial problems unrelated to their below-investment-grade bond
investments.

Finally, potential customers oflife insurance companies became sensitive to the
share of below-investment-grade bonds held by insurers. Fenn (1995) finds
evidence indicating that life insurance companies' asset growth from 1990 to 1993
was extremely sensitive to their below-investment-grade holdings. Consistent with
this finding, life insurance companies began to market themselves to policyholders
on the basis of their below-investment-grade bond holdings. Insurers began to
advertise explicitly their low exposure to below-investment- grade bonds in print
and television media (see Lublin 1990).

Of course. much of this activity would have been warranted had
below-investmemgrade bonds truly been a serious problem for the life insurance
industry. However, Fenn (1995) suggests they were not and that the use of
below-investment-grade bond holdings as a signal of insurance company solvency
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problems was probably not warranted. First, belowinvestment-grade bonds were
actually only a small factor in life insurers' asset quality problems: none of the
largest twenty life insurance companies had more than 10 percent of their general
account assets in the form of belowinvestment-grade bonds. Far more serious was
the industry'S sizable exposure to commercial real estate: in 1990, only two of the
twenty largest life insurers had less than 15 percent of their general account assets
tied up in commercial real estate. In 1990, the largest twenty life insurance
companies together held 31 percent of their general account assets in real estate,
versus under 6 percent in (public and private) below- investment-grade bonds.26

Second, the slump in the commercial real estate market was longer and deeper
than in the below-investment-grade market. Fenn (1995) reports that commercial
real estate prices fell 24 percent between 1990 and 1992. In some regions of the
country, prices fell by considerably more. In contrast, Fenn reports that public
below- investment-grade bond prices fell 9 percent from 1989 to 1990 and then
recovered sharply in 1991 and 1992. No data are available on prices in the private
bond market because these bonds are rarely traded on the secondary market, but
there is little evidence that default rates increased sharply in this period for private
placement below-investMent-grade issuers.

Regardless of whether the share of belowinvestment-grade bonds on an insurer's
books was an accurate signal of its fmancial condition, there is evidence that the
media, the stock market, and life insurance companies anticipated (correctly) that
policyholders would be especially sensitive to this signal. The result was an almost
complete withdrawal by life insurers from the below-investMent-grade sector of
the private placement market in 1991 and 1992.

Reasons for the persistence of the crunch. One surprising aspect of the credit
crunch is its persistence. Data on issuance and yield spreads in Tables 2 and 3 and
Figures 2, 3, and 4 suggest that the credit crunch in the private market is an
ongoing phenomenon six years after it started. This is in stark contrast to the
public bond and bank loan markets, which revived as long ago as 1993 and are
now very active markets for firms seeking funds. Why has the private placement
market been special in this regard?

It is unlikely that insurance companies still feel the need to advertise low
below-investment-grade bond exposure. Possibly this was true as late as 1993, but
it is hard to believe that it is still the case. Concerns about life insurance company
financial stability appear to have disappeared: the fmancial condition of the
industry has improved significantly since 1992, and capital-asset ratios for the
industry are at their highest level in almost a quarter of a century. In any case, life
insurers appear no longer averse to investing in below-investment-grade public
bonds. As illustrated in Table 4, over the last three years, insurance companies
have increased the share of their public bond investments going to below­
investment-grade issues. At year-end 1995, the industry's 8.4 percent share was
higher than it had been in 1990.

One reason may lie in the influence of risk-based capital standards, which became
effective at the end of 1993 and which may have reinforced the reluctance of
insurance companies to buy below- investment-grade securities. The new
standards are aimed at measuring the prudential adequacy of insurers' capital as a
means of distinguishing between weakly and strongly capitalized companies. To
this end, insurers must report the ratios of their book capital to levels of capital
that are adjusted for risk. As an insurer's ratio falls progressively below one,
successively stronger regulatory actions are triggered. One way insurers can raise
their risk-based capital ratios is to shift into lower risk assets, and below­
investment-grade securities carry risk-weights much higher than those on
investment-grade bonds and even commercial mortgages. While the introduction
of risk-based capital standards may in part explain insu rers' continued reluctance
to invest in below-investment-grade private bonds, it is unlikely to be the whole
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story, since insurers have returned to the public belowinvestment-grade market,
and the capital standards do not discriminate between private and public bonds.

The change in the composition of life insurers' assets between those held in
general accounts and separate accounts may partly explain insurers' investment
behavior. Insurers' separate account assets are held apart from their general
account assets. All gains and losses of a separate account are directly attributed to
the policyholders of that account. Separate account assets have grown much faster
than general account assets since the early 1990s, when concern about insurers'
financial stability first arose.27 However, the shift from general to separate
account products may have impeded the industry'S traditional lending activities,
since separate account assets must be marked-tomarket and therefore consist
primarily of liquid assets such as public bonds and publicly traded equities. Public
below-investment-grade bonds are considered significantly more liquid than
private below-investment-grade bonds and are thus more suitable assets for
separate accounts.28

It is possible that the recent proliferation of below-investment- grade public bond
investors has "cherry-picked" the better credits from the private market, thereby
substantiating the need for permanently higher spreads in the private market.
However, as discussed above, the public and private bond markets are very
different debt markets, and for many firms there is a limited scope for switching
between them. Thus, this is unlikely to be the whole story for the persistence of
high spreads and low insurer interest in this market.

A fmal reason has to do with the information-intensive nature of the private market
for below-investment-grade issues and the high start-up costs facing many insurers
that might consider getting back into the belowinvestment-grade sector of the
private market. At the height of the credit crunch in 1991 and 1992, many life
insurance companies scaled back substantially on their credit staffs, which are
necessary for investing in the most information-problematic private bonds in the
below-investment-grade sector. Many insurance companies may now be reluctant
to incur the start-up costs associated with expanding their risk-control resources,
particularly if they feel there is some likelihood of the same policyholder focus on
below- investment-grade bond holdings when the next downturn in the industry
occurs.29

Conclusions

The credit crunch in the private placement market is an example of a
flight-to-quality mechanism at work. Private placements are information-intensive
securities that require substantial due diligence and monitoring by intermediaries
in order to ascertain their value. They make up a substantial portion oflife
insurance company assets; these companies are therefore vulnerable to the
flight-to-quality mechanism because, unlike banks, their liabilities are not insured.
Financial problems at life insurance companies, a change in regulatory reporting
requirements, and runs on a few insurers combined to raise doubts about the
solvency of life insurance companies and focused regulatory, media, stock market,
and public attention on the share of life insurance company assets in
below-investment-grade bonds as a signal of solvency. Life insurance companies,
therefore, began to compete with each other on the basis of this share. This created
a large-scale withdrawal from the market for below-investmentgrade bonds,
creating a credit crunch in this segment of the private placement market.
Ironically, it is likely that the share of belowinvestment-grade bonds on an
insurer's books was not a very good signal of its solvency. But the information­
intensive nature of the securities meant that outsiders could be misled in this
regard.

The existence of a mechanism that could induce the credit crunch in the private
placement market does have some more general implications. Flights to quality by
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U.S. commercial banks have been rare since the advent ofdeposit insurance.
However, this might change if recent proposals for "narrow" banks are enacted.
Under these proposals, banks would be split into two parts: a narrow bank that
would be fully insured, provide payments system services, and invest only in
Treasury securities; and a "broad" bank that would raise uninsured funds in the
open market and invest in traditional bank loans. Although the payments system
would be fully insured under this system, broad banks might be an unstable source
of funds for fIrms as they would be subject to the kind of flight-to-quality
mechanism I've described for life insurance companies. A fuller understanding of
the role of deposit insurance in promoting stable fmancial intermediation is
necessary before the welfare effects of narrow bank proposals can be fully
analyzed.

Notes

I thank Mark Carey and George Fenn for helpful discussions, and Ken Robinson
and Harvey Rosenblum for comments on an earlier draft.

1 "Information-intensive" refers to the requirement that due diligence be
performed by the lender at the time of loan origination and monitoring be done
thereafter. "Information-problematic" borrowers are those that pose particularly
severe information problems to lenders, which must consequently engage in costly
due diligence and monitoring to evaluate and control the credit risk of the
borrower. Although I focus on the traditional market, the Rule 144A market has
become quite significant, totaling almost 50 percent ofgross issuance in 1995. Of
course, this implies that in terms of net new funds raised, the private market is
even more important than the gross issuance numbers suggest. 4 Outstandings of
public bonds are the sum of bonds rated by Moody's Investors Service and
publicly issued medium-term notes. Private placements are estimated by
subtracting the figure for public bonds from outstandings of all corporate bonds
reported in the Flow of Funds accounts. Data for bank loans are from the Flow of
Funds accounts. Further, bank loans tend to have maintenance covenants, whereby
the criteria set forth in the covenant must be met on a continuous basis (at the end
of each quarter, for example), whereas private bonds tend to have incurrence
covenants, whereby the

criteria must be met at the time of a prespecified event, such as an acquisition or
the issuance of new debt. See Carey et al. (1993). Kwan and Carleton (1996)
report that over half of a sample of private placements were renegotiated at least
once, with most of the renegotiations occurring for loans in good standing. See
American Council of Life Insurance (1996). This reflects both the general
concentration of the life insurance industry-the twenty largest life insurers hold
about 50 percent of total industry assets-and the fact that large lenders have an
advantage in investing in private placements because their large investment
volume allows them to participate continuously in the market, giving them
up-to-date information on pricing. 9 See also Carey et al. (1993) for a discussion
of this phenomenon. This also contributed to a crunch in the public
belowinvestrnent-grade market, where life insurance companies were also
significant lenders (but not nearly so dominant as they were in the private market).
II This defmition is similar to that of Bemanke and Lown (1991), who in their
analysis of the credit crunch in the bank loan market in the early I990s defme a
crunch as "a significant leftward shift in the supply of bank loans holding constant
both the safe real interest rate and the quality of potential borrowers." The decline
of issuance mayor may not have been achieved by nonprice rationing: I have no
quantitative evidence either way. Interviews with market participants on this topic
revealed mixed views. Gross issuance excludes offerings to fmance employee
stock ownership plans and restTucturings. Underlying developments are more
evident with their exclusion, as both were heavy in 1989 but fell off sharply in
1990 and 199 I. Also excluded are Rule 144A offerings. Before 1990, ratings
reflected the judgment of agents supplying information on the transactions they
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assisted. Thereafter, ratings assigned by the National Association of Insurance
Commissioners are used. '4 Note, however, that unlike in the private market, life
insurance companies appear to have returned to buying below-investment-grade
public bonds in recent years. See Carey et al. (1993). BBB-rated bonds are the
lowest investment-grade rating category, while BB-rated bonds are the highest
below-investment-grade rating category. Care must be used in comparing the
reported spreads. Although they are transaction prices, they do not reflect a
standardized security. As noted in the first section of the article, the nonprice
terms of private placements can differ widely for bonds carrying the same credit
rating, and the terms affect the yields. For example, at any given moment, the
difference in spreads between the highest-risk BB-rated issue and

the lowest-risk BB-rated issue may be as much as 150 basis points. Under normal
circumstances, averaging spreads within a rating category produces a
representative spread for the rating. However, as most of the BB-rated bonds
issued since mid-1990 probably were at the least-risky end of the BB risk range,
the increase in the BB spread shown in Figures 3 and 4 probably understates the
actual increase. Similarly, the spread on A-rated private bonds also declined
during 1991-93. In the 1981-82 recession, spreads over the 7-year Treasury on A­
and BBB-rated bonds rose by 60 and 52 basis points, respectively, over their level
for the twelve months prior to the recession, while those on BB-rated bonds rose
by 45 basis points. These spreads are for public bonds; data for private bo nds are
unavailable. Risk-based capital may be viewed as a regulatory tax that is higher on
assets with higher risk-weights, encouraging substitution out of assets in the 100
percent risk category-such as commercialloans-- and into assets in the zero risk
category-such as Treasury securities. In this case, the phenomenon would not
qualify as a credit crunch as I have dermed it, since the risk of the borrower
presumably increases as net worth declines. However, regulators were probably at
least partly responsible for the flight to quality to the extent they promulgated bad
news to the public about belowinvestment-grade bonds. 2 Much of the information
in this section is from Fenn (1995). First Executive wrote down its bond portfolio
by $515 million in January; in October, Travelers reserved $650 million for
anticipated commercial real estate losses. The five were Executive Life and
Executive Life of New York (both insurance subsidiaries of First Executive), First
Capital and Fidelity Bankers (insurance subsidiaries of First Capital Corp.), and
Mutual Benefit. Although they document that insurance company stock prices also
fell in response to Travelers' announcement of$650 million in commercial real
estate losses. the price declines were only about one-quarter the size (per unit of
investment in below-investment-grade bonds or commercial real estate). Rating
agencies downgraded more than half of rated life insurance companies in 1991 and
1992, mostly for reasons of commercial real estate exposure. This is primarily
because separate account policyholders have a preferred claim on separate account
assets and are therefore afforded greater protection if an insurer defaults. 28 This
of course has implications for how banks might behave if forced to implement
market-value accounting for their assets. In such circumstances, illiquid
commercial loans would be viewed as more costly relative to liquid Treasury
securities.

The fact that other potential investors in below-investment-grade private
placements-such as pension funds and finance companies-have not dramatically
expanded their role as lenders to take advantage of the high spreads is evidence
that there are likely to be high start- up costs to entering this market.
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